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Abstract Detecting and attributing sea‐level rise over different spatiotemporal scales is essential for low‐
lying and highly populated coastal regions. Using the Detection and Attribution Model Intercomparison Project
(DAMIP) from the Coupled Model Intercomparison Project Phase 6, we evaluate the role of anthropogenic
forcing in sea‐level change in the historical (1950–2014) period in the Indo‐Pacific warm pool region. We use
three models that have at least 10 ensemble members, corresponding to different DAMIP simulations. We
determined the changes in regional sea level from both natural and anthropogenic forcings. Our results
demonstrate: (a) the emergence of an anthropogenic footprint on regional sterodynamic sea‐level change has a
large spatiotemporal diversity over the Indo‐Pacific warm pool region with the earliest emergence in the western
Indian Ocean; (b) a significant rise in dynamic sea level (DSL) (up to 25 mm) and thermosteric (up to 40 mm)
sea level over the western Indian Ocean due to greenhouse gas forcing; (c) a positive Indian Ocean Dipole‐like
pattern in the DSL changes over the tropical Indian Ocean; (d) a significant increase in the halosteric
contribution to sea‐level rise in the Indo‐Pacific warm pool region, and (e) a pronounced rise of manometric sea
level (up to 20 mm) over shallow oceans and coastal regions in recent decades. These results provide a
comprehensive spatiotemporal analysis of the attribution of anthropogenic factors to sea‐level changes in the
Indo‐Pacific warm pool region.

Plain Language Summary Various natural and human‐induced factors contribute to sea‐level
change, but separating their distinct impacts on a regional to local scale remains challenging. Here we use
computer model simulations of global climate to detect and attribute historical sea‐level changes (1950–2014) in
the Indo‐Pacific warm pool region to anthropogenic greenhouse gas and aerosol forcing versus natural forcing.
We discovered that the historical rise in sea level is predominantly driven by the influence of greenhouse gases,
although aerosols tend to moderate the rate of rise. Notably, the rate of sea‐level rise and the time of emergence
of anthropogenic signals vary spatially in the region. As an example, anthropogenic signals emerged earlier in
the western Indian Ocean in the twentieth century than in the eastern Indian Ocean. Sea‐level rise in the deeper
oceans of the Indo‐Pacific warm pool region is primarily governed by changes in ocean temperature (termed
thermosteric) and salinity (halosteric). Conversely, in shallow regions such as over the maritime continent and
continental shelves, sea‐level rise is primarily a consequence of a local increase in ocean mass (manometric).
Our study provides a better understanding of the attribution of regional sea‐level changes in the recent past and
their possible implications for the future.

1. Introduction
Improved knowledge of the forcings of past climate changes increases confidence in future projections (Tierney
et al., 2020). This evolving science of climate change attribution improves our understanding of how the global
climate system is changing and aids discussions about responsibility and accountability for the effects (Gillett
et al., 2021; Hegerl & Zwiers, 2011; Stott et al., 2010). Sea‐level rise is one of the most significant impacts of
climate change (e.g., Horton et al., 2018). Changes in global and regional sea level are driven by a range of natural
and anthropogenic forcings (Dangendorf et al., 2015; Kopp et al., 2015; Slangen et al., 2014). The
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Intergovernmental Panel on Climate Change sixth assessment report suggests that there has been evidence of
anthropogenic forcing on the two main contributors to the sea‐level rise since 1950: thermal expansion of ocean
water (i.e., thermosteric effect), and melting of glaciers and ice sheets (Fox‐Kemper et al., 2021).

Prior research on attributing sea‐level rise to anthropogenic forcing predominantly focuses on global mean sea
level, which Tokarska et al. (2019) argued, along with ocean warming, is detectable over the historical period and
attributable to anthropogenic forcings. On a longer timescale, Jevrejeva et al. (2009) evaluated the role of various
natural and anthropogenic forcings on global sea level for the past 1,000 years based on a statistical model and
argued that in the past 200 years, sea‐level rise has been mostly associated with anthropogenic factors. Similarly,
using optimal fingerprinting, Slangen et al. (2014) argued that anthropogenic forcings are required to explain the
magnitude of the observed global mean thermosteric sea‐level rise during 1957–2005. Expanding on those results
and considering different forcings, Marzeion et al. (2014) found that the anthropogenic contribution to glacial
mass loss has increased markedly over the past decades. Dangendorf et al. (2015) provided a significant
anthropogenic footprint on global mean sea‐level rise since 1900 by assessing the spectral properties of the slowly
varying volumetric component and the rapidly changing atmospheric component. Finally, Walker et al. (2022)
used proxy records spanning the common era (0–2000 CE) to show that the time of emergence of sea‐level rise
above pre‐industrial rates is similar in timing to early ocean warming and glacier melt.

A limitation of sea‐level attribution is the paucity of regional sea‐level studies (Stammer et al., 2013; Walker
et al., 2021). Regional sea level differs from the global mean because of changes in atmospheric and oceanic
circulations, steric effects, vertical land motion from glacial isostatic adjustment, tectonics, sediment compaction,
and gravitational, rotational and deformational responses to barystatic changes (Gregory et al., 2019; Horton
et al., 2018; Milne et al., 2009; Stammer et al., 2013). Detecting anthropogenically forced signals on a regional
scale is more challenging than on a global scale due to the varied expression of natural climate variability (e.g.,
Richter et al., 2020; Richter & Marzeion, 2014). Natural climate variability can emerge over multiple timescales
without the influence of external forces from anthropogenic activities. For example, the regional sea level in the
tropical Pacific Ocean is dominated by natural variability in the decadal timescale rather than external forcing
(Meyssignac et al., 2012), specifically by the Pacific Decadal Oscillation (e.g., Hamlington, Strassburg,
et al., 2014; Scafetta, 2014). Moreover, the absence of large ensemble simulations in the earlier generations of the
Coupled Model Intercomparison Projects (CMIP) hampered regional sea‐level attribution studies because of the
uncertainties due to internal variability in the climate models (e.g., Frankignoul et al., 2017; Maher et al., 2019).
Nevertheless, using observed and simulated geocentric sea‐level change during 1993–2015, Richter et al. (2020)
concluded that a forced signal can be detected globally and at all latitudes of each major ocean basin.

Here we examine regional sea‐level attribution in the tropical Indo‐Pacific, specifically the Indo‐Pacific warm
pool region (Figure 1; 25°S–25°N, 40°E–130°W). This region has a dense coastal population that is particularly
vulnerable to sea‐level rise (Figure 1a; Fox‐Kemper et al., 2021). Over the satellite altimetry era, the Indo‐Pacific
warm pool region has experienced sea‐level rise up to 6.4 mm/year, which is nearly double the global average
(Figure 1a) of ∼3.4 mm/year. Indeed, from 1993 to 2022, the warm pool region has exhibited one of the highest
sea‐level rise trends globally (Figure 1a). The Indo‐Pacific warm pool region (Figures 1b and 1c) is characterized
by a permanent sea surface temperature (SST) above 28°C and plays a crucial role in various ocean‐atmosphere
processes that are essential for the global water cycle (e.g., De Deckker, 2016; Weller et al., 2016). The Indo‐
Pacific warm pool area has expanded at a rate of 4 × 105 km2 per year between 1981 and 2018 (Roxy
et al., 2019) due to anthropogenic factors (Bai et al., 2022; Weller et al., 2016). This expansion is more than two‐
fold during 1993–2022 (Figures 1b and 1c), relative to the 1900–1980 climatology (Figure 1b), probably due to
the increasing role of anthropogenic forcings in the region.

We attribute sea‐level changes over the Indo‐Pacific warm pool region during the historical period (1950–2014)
to natural and anthropogenic forcings from the recent generation of climate models from CMIP Phase 6 (CMIP6;
Eyring et al., 2016). The CMIP6 climate models realistically represent regional sea‐level variability (Chen
et al., 2023; Ferrero et al., 2021; Lyu et al., 2020; Sajidh & Chatterjee, 2023) and are widely used in attribution
studies (e.g., Bai et al., 2022; Dong et al., 2021; Goodkin et al., 2021). We estimate the natural and anthropogenic
contributions of historical sea‐level change, considering temperature (termed thermosteric), salinity (termed
halosteric), and local mass of the ocean per unit area (termed manometric) components. We also consider some
possible physical mechanisms driving simulated dynamic sea level (DSL) change. We focus only on the oceanic
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contributions to regional sea‐level changes and do not consider contributions from the barystatic component,
vertical land motion, or glacial isostatic adjustment.

2. Data and Methods
2.1. Observations and Climate Model Data

We use monthly gridded sea‐level data (1993–2022) from satellite observations for the global oceans from the
Copernicus Climate Change Service Climate Data Store at 0.25° × 0.25° horizontal resolution and gridded world

Figure 1. Association of higher sea‐level trend, population density, and sea surface temperature (SST) changes over the Indo‐
Pacific region. (a) Sea‐level trend from satellite observations during 1993–2022 relative to the global mean (shaded over
oceans; in mm/year) and 2020 population density (shaded over land; in person/km2); (b) November–April SST climatology
(in °C) during 1900–1980; (c) same as (b), but for 1993–2022. Global mean sea‐level trend (3.4 mm/year) is subtracted in
(a) to highlight the regional anomalies. Sea‐level data is from two‐satellite merged constellation (Copernicus Climate
Change Service [C3S]) available from https://cds.climate.copernicus.eu/cdsapp#!/dataset/satellite‐sea‐level‐global?
tab=form and observed SST data is from HadISST1 product available from https://www.metoffice.gov.uk/hadobs/hadisst/
data/download.html.
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population data for 2020 (Warszawski et al., 2017) (Figure 1a). The SST is from the Hadley Center Sea Ice and
Sea Surface Temperature data set (Rayner et al., 2003).

To evaluate the potential attribution of changing sea‐level patterns to anthropogenic forcing, we utilize the
Detection and Attribution Model Intercomparison Project (DAMIP; Gillett et al., 2016; see Table S1 in Sup-
porting Information S1 for experiment details) from CMIP6 (Eyring et al., 2016). One of the objectives of DAMIP
is to improve the estimation of natural and anthropogenic forcing to observed global warming at global and
regional scales (Gillett et al., 2016). We select three climate models based on the availability of at least 10
common ensemble members across different forcing simulations: CanESM5 (hereafter CanESM; 30 ensembles),
CNRM‐CM6‐1 (hereafter CNRM; 10 ensembles), and IPSL‐CM6‐LR (hereafter IPSL; 10 ensembles) (see Table
S2 in Supporting Information S1 for details). We use the following variables available at monthly resolution from
these climate models: global mean thermosteric sea level (zostoga), DSL (zos), sea‐level pressure (PSL), zonal
and meridional near‐surface wind (UAS, VAS), three‐dimensional potential temperature (thetao), and practical
salinity (so). The DSL changes represent both local mass and density changes. The DSL is defined such that the
global mean is zero at each time step.

The three selected models successfully reproduce many observed spatial patterns of the surface climate, interior
ocean, atmosphere, and various modes of tropical climate variabilities (Bonnet et al., 2021; Swart et al., 2019;
Voldoire et al., 2019). For example, Swart et al. (2019) showed the spectral peak of El Niño Southern Oscillation
in CanESM historical ensemble members occurs every ∼3–5 years, consistent with observations. CanESM
represents SST teleconnection in the tropical Indian and Atlantic Oceans (Swart et al., 2019). These three models
also incorporate realistic river runoff (Boucher et al., 2020; Swart et al., 2019; Voldoire et al., 2019).

The historical run includes all forcings, and the difference between simulations with historical forcings (HIS) and
natural‐only forcings (NAT) isolates the impact of all anthropogenic forcings (e.g., Ribes et al., 2015). We make
the assumption of linear superposition following the below equation (Ribes et al., 2015).

HIS = NAT + AER + GHG (1)

We identify specific drivers of anthropogenic changes using aerosol‐only (AER) and greenhouse gas‐only (GHG)
forced runs. This assumes that forcings other than AER, GHG, and NAT have a negligible impact. Here we use a
high number of ensembles from climate models because detection and attribution requires a proper estimation of
the smallest amplitude signals (primarily NAT) (Ribes et al., 2015). Consideration of large ensemble experiments
also reduces a climate model's internal variability about the ensemble mean (e.g., Yu et al., 2020). However, here
we do not use any formal statistical assessment of detection and attribution, such as the optimal fingerprinting
approach used in earlier studies (e.g., Bai et al., 2022; Slangen et al., 2014).

First, we remove the time‐varying model drift of zos and zostoga based on the linear trend of pre‐industrial control
simulation, following Sen Gupta et al. (2013). Each scenario is presented herein as the ensemble mean of each
model. We show the long‐term changes in sea level in the historical period (1985–2014 minus 1950–1979) using
annual mean data due to the dominant anthropogenic influence on the global climate in the second half of the
twentieth century (e.g., Fox‐Kemper et al., 2021), unless otherwise stated. Recent decades also exhibit a higher
sea‐level rise trend and more pronounced Indo‐Pacific warm pool area expansion relative to 1950–1979 period
(Figure S1 in Supporting Information S1; Hamlington, Leben, et al., 2014). Second, we evaluate the 30‐year
average, which largely removes the effect of interannual‐to‐decadal climate variabilities and the issues related
to shorter time scales while detecting anthropogenic signals in sea‐level change (Hamlington et al., 2021; Richter
et al., 2020). Note that leaving a few years of buffer between the two periods (1950–1979 and 1985–2014) has a
negligible impact on our results. The CMIP6 historical simulations end in December 2014.

The time evolution of DSL and associated near‐surface changes are examined by area averaging over four key
regions (Figure 2d): (a) western Indian Ocean (10°S–10°N, 50°E–70°E), (b) eastern Indian Ocean (10°S–EQ, 90°
E–110°E), (c) South China Sea (5°N–15°N, 105°E–115°E), and (d) western Pacific Ocean (15°N–25°N, 125°E–
135°E). The western and eastern Indian Ocean regions are typically considered to study the Indian Ocean Dipole
(IOD, Hameed, 2018).

We display CanESM results in the main figures due to the availability of its large ensemble number and the
availability of ocean bottom water pressure data to calculate manometric sea level. All results from the other two
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models are shown in Supporting Information S1. Earlier literature addressed CanESM's capability to simulate sea
level realistically (e.g., Ferrero et al., 2021). Furthermore, CanESM's DSL drift in the control simulation is
substantially less than that of CNRM and IPSL (Figure S2 in Supporting Information S1). Nonetheless, all three
models used here reproduce the mean (1993–2014) DSL reasonably well (Figure S3 in Supporting
Information S1).

Here we also discuss the sterodynamic sea level, which can be estimated by combining the global thermosteric sea
level and DSL. In other words, sterodynamic sea‐level change is the sum of steric sea‐level change and mass
distribution change (Cha et al., 2023).

2.2. Quantification of Sea‐Level Changes

We quantify the anthropogenic and natural forcings of steric and manometric sea‐level changes. Steric sea‐level
change is related to the change in ocean density, assuming the local mass of the ocean per unit area remains
constant (Gregory et al., 2019). Therefore, steric sea‐level change is only associated with vertical expansion or
contraction of the water column in response to local density change (Gregory et al., 2019; Landerer et al., 2007).
Manometric sea level is a non‐steric sea‐level component due to changes in the local mass of the ocean per unit
area, assuming constant density (Gregory et al., 2019). Manometric sea level can be estimated from the ocean

Figure 2. CanESM ensemble mean dynamic sea level (DSL) change (1985–2014 minus 1950–1979; in mm) for (a) aerosol
only forcing (AER), (b) greenhouse gas only forcing (GHG), (c) natural only (NAT), and (d) historical forcing (HIS). Boxes
marked in (d) indicate the regions of time series analysis shown in Figure 5.
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bottomwater pressure. Our selected CMIP6 models do not include barystatic contributions from land sources. We
quantify the steric sea‐level changes by considering sea surface elevation ζ′ as the sum of three terms (Griffies &
Greatbatch, 2012):

ζ′ = ζa + p′bg
− 1ρ− 10 + ζ′s (2)

where ζa is the inverted barometer effect to sea level, p′bg− 1ρ− 10 is manometric sea level (i.e., the contribution from
ocean bottom pressure changes; Gregory et al., 2019), and ζ′s is the steric sea‐level contribution. We use the
CMIP6 variables pbo, thetao, and so for ocean bottom water pressure, temperature, and salinity, respectively.
Steric sea‐level changes are integrated from a depth of H (here the bottom of the ocean) to the free surface (i.e.,
H= − H toH= 0). Here ρ0 is referenced to seawater density at 0°C and 35 psu. Here ζa is zero, as surface pressure
forcing is set to zero in Boussinesq models (Landerer et al., 2007; Yin et al., 2010), meaning DSL and steric sea‐
level changes are only equivalent if the manometric sea level is zero. As CMIP6 models do not include barystatic
sources, all bottom pressure changes occur due to mass redistribution within the global ocean (Landerer
et al., 2007). Here we assume that the steric sea level can be written as the following equation

ζ′s = ζthermos + ζhalos (3)

where ζthermos and ζhalos are individual temperature and salinity contributions (Gregory et al., 2019), respectively, to
the steric anomalies by following a similar approach of Yin et al. (2010). While not considered here, trends in
evaporation, precipitation, and terrestrial water storage can also contribute to changes in ocean volume. The
thermosteric (ζthermos ) and halosteric (ζhalos ) sea‐level changes are calculated using the annual mean CMIP6 data as:

ζthermos =
1
ρ0
∫

0

− H
[ρ(T, SR, pR) − ρ(TR, SR, pR] ) dz (4)

ζhalos =
1
ρ0
∫

0

− H
[ρ(TR, S, pR) − ρ(TR, SR, pR] ) dz (5)

here TR, SR, pR are temperature, salinity, and pressure for the reference state (1950–1979 average). Before per-
forming the above calculations, we convert potential temperature and practical salinity to conservative temper-
ature and absolute salinity using the Thermodynamic Equation of Seawater 2010 package (McDougall &
Barker, 2011). Ocean density is a nonlinear function of temperature, salinity, and pressure, so this partitioning of
density change is approximate (Yin et al., 2010). The steric sea‐level change definition assumes no horizontal
movement of mass. However, in reality, due to the presence of horizontal transports, it is almost impossible to
separate density changes due to local changes in properties from those due to the movement of mass (Gregory
et al., 2019). The consideration of fixed density in the above calculations, therefore, brings an additional
approximation. We calculate thermosteric and halosteric sea level at each time step and then show the change
between two periods after removing the weighted global mean of the corresponding forcing (i.e., AER, GHG,
etc.). The area‐weighted mean is calculated using the CMIP6 variable areacello which contains the area of each
grid point. To compute the weighted mean, we multiply the steric sea level at each grid point by the area that the
grid point represents and then divide the total area of global ocean points.

3. Results
3.1. Indo‐Pacific Warm Pool Sea‐Level Change

We first evaluate the evolution of global thermosteric changes relative to 1950. Historical simulations in all three
models show that the global thermosteric sea level has risen up to 45mm relative to 1950 (Figure S4 in Supporting
Information S1). This rise is consistent with the observed global thermosteric sea‐level trend of 0.71 mm/year
from 1957 to 2018 (Frederikse et al., 2020). Our results show that the rise in global thermosteric sea level is
primarily forced by the GHG. The GHG forcing run shows an increased thermosteric sea level of nearly 80 mm
from 1950 to 2014. The AER‐forced run acts in a compensatory manner, such that this increase is reduced when
considering their joint effect in the historical simulation. Despite the spread in magnitudes of GHG and AER
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forcing in these three models, they agree on the rapid rise of thermosteric sea‐level patterns since 1970 (Figure S4
in Supporting Information S1).

We further examine DSL changes over the Indo‐Pacific warm pool region for different forcings. The AER forcing
causes an overall fall in DSL (Figure 2). Conversely, GHG forcing causes a DSL rise (Figure 2b). These DSL
changes suggest that AER and GHG forcing are compensatory when averaged spatially over a domain (Figures 2a
and 2b). Overall, the historical simulation (Figure 2d) shows a fall in DSL in the region, except over the western
Indian Ocean, the eastern Australian coast, and around 20°N (nearly collocated with the North Equatorial Cur-
rent), where DSL has risen in recent decades. Over the South China Sea, a historical DSL fall of up to 15 mm is
noted (Figure 2d). In contrast, the western Indian Ocean shows a rise in DSL of up to 30 mm during a similar
period (Figure 2d). The other two models (CNRM and IPSL) show similar changes in DSL patterns in recent
decades (Figure S5 in Supporting Information S1). The linear trend analysis (based on the Mann‐Kendall test) of
DSL changes reveals a similar pattern of DSL changes in Figure 2 (Figures S5 and S6 in Supporting Informa-
tion S1), with a GHG induced rising trend of up to 0.8 mm/year over the western Indian Ocean and up to 0.7 mm/
year of a falling trend over the eastern Indian Ocean region. A weak negative DSL trend is also observed over the
Southeast Asian seas, including the South China Sea. Meanwhile, the eastern Pacific shows a GHG‐induced
falling DSL trend in all three models. As these results are derived from individual forcing simulations, the
DSL changes are very likely the response to specific forcings in the simulation. Despite the spatial diversity in the
magnitude of DSL changes, the sterodynamic sea‐level change indicates GHG forcing driven historical rise in the
Indo‐Pacific warm pool region (Figure 2, Figure S4 in Supporting Information S1).

3.2. Attribution of Indo‐Pacific Warm Pool Sea‐Level Change in Different Components

We estimate steric sea‐level changes over the Indo‐Pacific warm pool region in response to natural and
anthropogenic forcings (Figure 3). We show the local thermosteric and halosteric sea‐level changes after
removing the global mean. In other words, Figure 3 shows the regional anomalies compared to the global mean.
We focus on changes in spatial patterns and magnitude from different forcings while identifying the causes of
historical sea‐level changes. Thermosteric sea‐level anomalies are reduced in the region due to AER forcing,
except in the coastal and shallow regions of Southeast Asia and the north equatorial current region in the Pacific
Ocean (Figure 3a). In contrast, GHG forcing shows an increase in thermosteric anomalies in the Indian Ocean and
a decrease in the Pacific Ocean and Southeast Asia (Figure 3b). The compensatory impact of AER and GHG
forcing in the region is evident, particularly in the shallow and coastal regions (Figure 3). Overall, the thermo-
steric anomalies in historical simulation (Figure 3d) are largely controlled by the pattern and magnitude of GHG
forcing (Figure 3b). The maximum historical anomaly in the thermosteric component due to GHG forcing
(Figure 3b) is noted over the western Indian Ocean and east of Australia, coinciding with the highest rise in the
DSL (Figure 2b). The NAT forcing on the thermosteric sea level is relatively negligible in the region (Figure 3c).
The differing thermosteric responses in the region reflect the formation of deep water and enhanced ventilation
(Landerer et al., 2007), which helps the warming signal penetrate deeper layers in those layers, such as over the
western Indian Ocean and the South China Sea.

Halosteric sea level is associated with regional salinity changes due to changes in local freshwater balance (e.g.,
precipitation, evaporation, river runoff) (Gregory et al., 2019). AER forcing drives negative anomalies in hal-
osteric sea level in the northern tropical Pacific and Southeast Asian seas (Figure 3e), while other regions reflect
positive anomalies. Historical simulation (Figure 3h) shows positive anomalies in halosteric components in the
western Pacific Ocean and the western Indian Ocean (up to 60 mm) from GHG forcing. Similar to thermosteric
anomalies, the NAT forcing induced halosteric anomalies are weaker in the region compared to GHG or AER
forcing. Similar to the DSL pattern (Figures 2b and 2d) an IOD‐like east‐west gradient in the Indian Ocean is
reflected in halosteric changes, which are mostly driven by GHG forcing. Notably, the regional thermosteric and
halosteric sea‐level anomalies are of opposite sign (relative to the global mean) over the northern and western
Pacific Ocean. The historical rise in steric height over this region is predominantly the result of halosteric change
(e.g., Durack et al., 2014).

We further investigate the manometric change from different forcings (Figure 4) that is often used for ocean
warming detection (Landerer et al., 2007; Yin et al., 2010). A strong manometric sea‐level rise up to 20 mm over
the Indo‐Pacific warm pool region is detected from AER forcing, except for the coastal regions and shallow
oceans in Southeast Asia (Figure 4a, Figure S7 in Supporting Information S1). The GHG forcing reflects the
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opposite sign but a similar pattern of manometric sea‐level change in the region, with up to 50 mm of rise in the
shallow and coastal regions (Figure 4b). The NAT forcing has an overall weak impact on manometric sea level
(Figure 4c). Due to the strong but opposite impact of AER and GHG forcings, the historical simulations exhibit a
∼5 mmmanometric sea‐level fall over deep oceans but up to a 20 mm rise over shallow oceans in Southeast Asia
and coastal regions (Figure 4d). The manometric sea‐level changes in shallow water are significantly higher than
the steric sea‐level changes (Figure 3). Conversely, the steric sea level in deep water oceans is higher than the
manometric contribution (Gregory et al., 2019; Yin et al., 2010). The regions of deeper oceans absorb more heat in
a warming climate (Fox‐Kemper et al., 2021) compared to shallower oceans. As a result, the lack of balance
between strong steric sea‐level gradients across the shelves and geostrophy leads to a substantial manometric sea‐
level rise over shallow oceans (Figure 4; Landerer et al., 2007). The increased mass on continental shelves
amplifies gravitational attraction and causes the sea floor to lower during additional loading, leading to sea‐level
rise on shallow shelves due to GHG forcing (Richter et al., 2013). Over the Indo‐Pacific warm pool region,
manometric sea‐level change from NAT forcing (Figure 4c) is relatively less than anthropogenic forcing (Fig-
ures 4a and 4b). This rise in NAT‐induced manometric sea level over tropical and subtropical oceans (away from
shallow shelves) is likely balanced by a NAT‐induced fall over polar regions (Richter et al., 2013).

3.3. Time of Emergence

We explore the evolution of the anthropogenic component of DSL change and some physical drivers in different
regions of the Indo‐Pacific warm pool. We focus on four key regions where DSL has changed significantly over
the historical period (Figure 2d). Here, using the concept of time of emergence (Walker et al., 2022), we indicate
when a single anthropogenic forcing drives the signal beyond the spread of variability from the NAT simulation.
By following this approach, we find historical DSL changes by 2014 in the Indo‐Pacific warm pool region are
well beyond the ensemble spread of DSL changes in the NAT simulation (Figure 5, Figure S8 in Supporting

Figure 3. CaneSM ensemble mean steric sea‐level change (1985–2014 minus 1950–1979; in mm): (a–d) thermosteric and (e–h) halosteric components. Thermosteric
and halosteric sea‐level changes are for aerosol‐only (AER; a, e), greenhouse gas‐only (GHG; b, f), natural only (NAT; c, g), and historical (HIS; d, h) simulations. The
weighted global mean is removed for each forcing.
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Information S1). DSL has risen over the western Indian Ocean (∼35 mm; Figure 5a) and western Pacific Ocean
(∼15 mm; Figure S8b in Supporting Information S1) by the end of 2014 relative to 1850. While, over the same
period, DSL has fallen over the eastern Indian Ocean (∼20 mm; Figure 5b) and the South China Sea (∼10 mm;
Figure S8a in Supporting Information S1). In general, DSL rise is associated with sea‐level pressure fall and
weaker zonal wind speed (westerlies) and vice versa in the region. However, this association of DSL and zonal
wind speed (westerlies) in the South China Sea (Figure S8a in Supporting Information S1) is not clear due to its
location and the possible role of meridional wind related to monsoons (e.g., Shaw & Chao, 1994). The time series
analysis (Figure 5, Figure S8 in Supporting Information S1) demonstrates: (a) the time of emergence of the
anthropogenic signal varies regionally, indicating the role of regional‐local scale climate dynamics; and (b) the
total anthropogenic impact on DSL (and other variables) is significantly reduced by the AER, indicating historical
DSL changes are driven by the balance between GHG and AER forcings. Overall, we note that anthropogenic
signals in DSL within the Indo‐Pacific warm pool region emerged first in the western Indian Ocean around 1940
(Figure 5a) and last in the eastern Indian Ocean around 1970. In contrast, the western Pacific region shows a

Figure 4. CanESM ensemble mean manometric sea‐level change (1985–2014 minus 1950–1979; in mm) for (a) aerosol‐only
(AER), (b) greenhouse gas‐only (GHG), (c) natural‐only (NAT), and (d) historical (HIS) simulations.
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higher spread of NAT forcing, which is consistent with the substantial role of low‐frequency natural climate
variability in the region (e.g., Hamlington, Strassburg, et al., 2014). The time of emergence of anthropogenic sea‐
level signals from atmospheric forcing may depend on chaotic ocean variability that varies from basin to basin
(e.g., Llovel et al., 2018). The smaller spread within ensembles of the historical DSL signal (Figure S9 in
Supporting Information S1) lends additional confidence in the results.

4. Discussion
4.1. Physical Drivers for Indo‐Pacific Sea‐Level Changes

We show regional diversity in historical DSL changes, with rise in the western Indian Ocean but fall over the
South China Sea and the eastern Indian Ocean (Figure 2). This regional variability of historical DSL may be due
to a variety of physical drivers. For example, Dittus et al. (2021) argued that anomalous Rossby wave train
induced higher sea‐level pressure and cooling over the northern Pacific Ocean can be a consequence of
anthropogenic AER forcing. The historical DSL rise in the western Indian Ocean may be a consequence of
unusual western Indian Ocean warming relative to the entire tropical Indo‐Pacific region (Roxy et al., 2014). A

Figure 5. CaneSM ensemble mean time series of relative change (w.r.t. 1850 average) of (top panel) dynamic sea level (DSL, in mm), (mid‐panel) sea‐level pressure
(PSL, in hPa) and (bottom panel) near‐surface zonal wind speed (UAS, in m; positive eastward) averaged over (a) western Indian Ocean (Indian Ocean Dipole [IOD]
west), and (b) Eastern Indian Ocean (IOD east). Smoothed (by 20 years moving mean) time series are averaged over (a) western Indian Ocean (10°S–10°N, 50°E–70°E),
(b) eastern Indian Ocean (10°S–EQ, 90°E–110°E). Different forcings are indicated in different colors and the legend. AER = aerosol‐only; GHG = greenhouse gas‐
only; NAT = natural‐only; HIS = historical. The shaded region in the top panel (a–b) indicates uncertainty (1 standard deviation) in DSL changes from NAT forcing.

Earth's Future 10.1029/2023EF003684

SAMANTA ET AL. 10 of 17

 23284277, 2024, 3, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2023E

F003684 by N
orw

egian Institute O
f Public H

ealt Invoice R
eceipt D

FO
, W

iley O
nline L

ibrary on [15/07/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



positive IOD‐like pattern in historical DSL changes is evident in the Indian Ocean, probably linked to the
increased occurrence of intense positive IOD events in recent decades attributed to GHG warming (Cai
et al., 2021). The zonal gradient of the DSL change in the tropical Pacific Ocean (Figure 2, Figure S5 in Sup-
porting Information S1) appears to be a coupled response with the Walker circulation. While a consistent pattern
of DSL changes and trends demonstrates the robustness of the results, the diverse magnitudes across the models
reveal the varying sensitivities of the CMIP6 models to anthropogenic AER forcing (Ushijima et al., 2022).

We study the near‐surface wind pattern changes to examine the physical drivers for the DSL changes (Figure 6,
Figure S10 in Supporting Information S1). The GHG‐induced stronger easterly wind anomaly over the eastern
Indian Ocean causes a positive IOD‐like pattern in the tropical Indian Ocean. Over the South China Sea, the
historical wind pattern changes are not pronounced, whereas weak westerlies in the central to eastern Pacific are
evident. Surface wind patterns over the warm pool region changed due to AER and NAT forcing being much
weaker relative to GHG forcing. The zonal wind speed arising from AER forcing is easterly over the warm pool
region, whereas it is weaker westerly from NAT forcing. The results suggest that the historical changes in the
near‐surface wind pattern (Figure 6d, Figure S10d in Supporting Information S1) in the study region are
dominated by GHG forcing (Figure 6b, Figure S10b in Supporting Information S1). Here, the wind patterns are
somewhat smooth because of the ensemble mean, and showing the difference between the 30 years mean period.

Figure 6. CanESM ensemble mean change (1985–2014 minus 1950–1979) in near‐surface wind pattern (vectors; in m/s) and
wind stress curl (shaded; in 10− 7 N/m3). Wind pattern changes for (a) aerosol only (AER), (b) greenhouse gas only (GHG),
(c) natural only (NAT), and (d) historical (HIS) simulations.
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Many of the changes in DSL are associated with changes in wind stress curl (Figure 6). For example, negative
wind stress curl over the western Indian Ocean and positive over the eastern equatorial Pacific and north of the
equator (Figure 6) are associated with rise and fall in DSL (Figure 2), respectively. The wind stress curl affects sea
level by imposing changes in Ekman transport. The negative wind stress curl creates a convergence of water and
causes the local sea level to rise in the northern hemisphere. This relationship is opposite in the southern
hemisphere (Sueyoshi & Yasuda, 2012; Timmermann et al., 2010). Moreover, wind stress curl changes trigger
westward‐propagating oceanic Rossby waves that are associated with sea‐level anomalies along their propagation
pathways (Timmermann et al., 2010). Thus, wind‐induced changes in the tropical Indo‐Pacific warm pool region
strongly contribute to the regional characteristics of sea‐level changes.

Atmospheric pressure changes at sea level are generally anti‐correlated with DSL changes (Figure 5, Figure S8 in
Supporting Information S1). However, this relationship is not independent of location (Ponte, 1994). For
example, we find the correlation between DSL and sea‐level pressure in the western Pacific Ocean to be weak,
and therefore, DSL changes under different natural and anthropogenic forcings cannot be readily explained via
sea‐level pressure changes (Figure 5, Figure S8 in Supporting Information S1). Due to the complexity and role of
multiple physical processes, sea‐level changes cannot always be attributed to a subset of mechanisms (Piecuch &
Ponte, 2011), such as only by wind patterns or sea‐level pressure changes. Understanding sea‐level changes in the
Indo‐Pacific warm pool region is complex due to the interactions among complex processes that are associated
with natural climate variabilities across different timescales (Cazenave & Nerem, 2004; Hamlington et al., 2020,
2021; Hamlington, Strassburg, et al., 2014; Han et al., 2019).

Manometric sea level is commonly overlooked in sea‐level studies (Landerer et al., 2007), particularly for
regional sea‐level attribution.We show that local change in mass is an important driver of sea‐level rise in shallow
and coastal regions (Figure 4, Figure S7 in Supporting Information S1). This increase in mass in shallow regions
appears to be indirectly driven by increased GHG forcings (Figure 4). We find the maximum historical mano-
metric sea‐level rise is up to 15 mm, compared to the maximum of 30 mmDSL changes in the Indo‐Pacific region
(Figures 2 and 4). Richter et al. (2013) showed that the impact of shelf mass loading due to ocean bottom water
pressure can increase sea‐level rise by up to 10% of the total sea level in the Indo‐Pacific warm pool region.
Nonetheless, ocean bottom pressure is used as a static load, implying that the resulting self‐attraction and loaded
effects will determine the equilibrium ocean configuration, but they are not coupled to the CMIP6 models used
here. It should be noted that Boussinesq models do not feel the effects of atmospheric pressure changes directly,
but are affected indirectly through changes in wind stress.

While we are motivated here by long‐term regional sea‐level changes, the role of Madden‐Julian Oscillation on an
intraseasonal timescale (Oliver & Thompson, 2010; Vialard et al., 2009; X. Zhang et al., 2009), monsoon on
seasonal and semi‐annual timescales (e.g., McCreary et al., 1996; Qu et al., 2022), IOD and El Niño Southern
Oscillation on an interannual timescale (e.g., Hameed et al., 2018; McPhaden et al., 2006), and Pacific Decadal
Oscillation on a decadal timescale (Deepa et al., 2021; Nidheesh et al., 2019; Piecuch et al., 2019) and even remote
oceanic Rossby and Kelvin wave forcing (e.g., Cheng et al., 2016) may be important for sea‐level attribution and
demand further investigation. Although we argue the positive IOD‐like change in the tropical Indian Ocean in the
climate change time scale (shown as the difference between two 30 years period), the impact of different natural
and anthropogenic forcings on IOD characteristics on the interannual scale is beyond the scope of this work.

4.2. Limitations of the Present Study

One of the major caveats of CMIP6‐based attribution studies is the absence of barystatic components in the model
simulations. An improved representation of physical processes important for the polar climate in CMIP6 models
may reduce uncertainty in sea‐level simulations (Li et al., 2023; J. Y. Park et al., 2023; Topál et al., 2022). We also
recognize that global climate models have several mean‐state biases over the Indo‐Pacific region (e.g., I. H. Park
et al., 2022; Samanta, Hameed, et al., 2018; Samanta, Karnauskas, et al., 2018, 2019; Wills et al., 2022) including
in CanESM (Swart et al., 2019), which may impact sea‐level simulation but are not investigated here. For
example, Lyu et al. (2020) argued that the DSL rise in the western tropical Pacific Ocean is underestimated in
CMIP6 models due to the cold‐tongue SST bias in the tropical Pacific. In addition, the role of changing ocean
transport in Southeast Asian seas (Samanta et al., 2021), climate shift (Kannad et al., 2022), interbasin interaction
(Hameed et al., 2018; L. Zhang et al., 2019), multiscale interactions among climate variabilities (Han et al., 2017),
and even land subsidence (Tay et al., 2022) on sea‐level changes over the Indo‐Pacific warm pool region may be
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important. One of the limitations of DAMIP simulations is their coarse horizontal resolution (∼100 km; Table S2
in Supporting Information S1) than is optimal for local‐scale studies. An increase in horizontal resolution in future
DAMIP simulations or coordinated efforts on regional coupled downscaling experiments of DAMIP simulations
may provide finer details of sea‐level changes in response to various anthropogenic and natural forcings.
Quantifying the impact of these factors on sea‐level attribution is not an easy task due to its complexity, which
involves multiple processes and therefore requires further research.

5. Summary
Despite a substantial number of global‐scale studies (e.g., Jevrejeva et al., 2009; Slangen et al., 2014, 2016),
attributing anthropogenic signals to sea‐level changes at the regional‐local scale is limited and remains challenging
(e.g., Hamlington et al., 2020; Richter et al., 2020). The existing regional or basin average studies (e.g., Marcos
et al., 2017) provide an important background for anthropogenic sea‐level change, yet the spatial patterns of such
changes are important and demand better understanding.We attribute spatiotemporal patterns of sea‐level changes
using large ensemble (varying from10 to 30) simulations ofDAMIP/CMIP6 climatemodels.We focus on the Indo‐
Pacific warm pool region due to its rapid expansion (Figure 1c) from anthropogenic factors (Weller et al., 2016),
rapid sea‐level rise, and the presence of densely populated low‐income coastal regions (Figure 1a). In addition to
global thermosteric sea‐level, we show patterns and magnitudes of regional changes in DSL, steric, and mano-
metric contributions in recent decades. Our results indicate the dominance of GHG induced changes in the his-
torical period; however, diversity in the emergence of such an anthropogenic signal on a spatiotemporal scale
persists. We particularly highlight the positive IOD‐like sea‐level changes in the Indian Ocean in DSL and hal-
osteric changes. Furthermore, we show the important contribution of the manometric component to sea‐level rise
over shallowoceans and coastal regions of the Indo‐Pacificwarmpool regionwith increasingGHGconcentrations.

Our finding is consistent with earlier detection and attribution studies that demonstrate the offsetting role of
anthropogenic AER in GHG forcing on global warming (e.g., Gillett et al., 2013, 2021). Nevertheless, the detailed
study of the regional pattern of these responses on sea‐level changes had not been undertaken previously
Southeast Asia's sea level and ocean dynamics are affected by both the tropical Pacific and Indian Oceans (e.g.,
Samanta et al., 2021). Our results indicate a GHG‐induced positive IOD‐like pattern in sea‐level change, likely
due to the increased frequency of extreme IOD events (e.g., Cai et al., 2014). Zheng et al. (2013) reported a
shoaling thermocline in the eastern Indian Ocean in response to GHG warming, which can lead to positive IOD‐
like mean state changes. DiNezio et al. (2020) argued for a similar emergence of the Indian Ocean mode in
response to GHG forcing over the equatorial region. These basin‐wide changes in the Indian Ocean can also
impact Southeast Asia's sea level.

When making regional coastal management and adaptation decisions, we must understand the regional‐to‐local
scale difference in sea level in response to anthropogenic forcing. For example, enhanced anthropogenic sea‐level
rise in the Indo‐Pacific warm pool region exacerbates tropical cyclone and flood impacts in a warming climate
(Fasullo & Nerem, 2018). Our results provide fresh insights into the substantial human influence on regional‐to‐
local scale sea‐level change over the Indo‐Pacific warm pool region to date, and the urgency of adaptation and
mitigation actions needed to ensure a sustainable future.
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