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Abstract: Carbon dioxide capture and storage (CCS) is a necessary requirement for high-emitting
CO2 industries to significantly reduce volumes of greenhouse gases released into the atmosphere and
mitigate climate change. Geological CO2 storage into depleted oil and gas fields is the fastest and
most accessible option for CCS deployment allowing for re-purposing existing infrastructures and
utilizing significant knowledge about the subsurface acquired during field production operations.
The location of such depleted fields in the neighborhoods of high-emitting CO2 industries is an
additional advantage of matured on-shore European fields. Considering these advantages, oil and
gas operators are now evaluating different possibilities for CO2 sequestration projects for the fields
approaching end of production. This article describes an integrated approach to reservoir simulations
focused on evaluating a CO2 injection pilot at one of these matured fields operated by MND and
located in the Czech Republic. The CO2 injection site in focus is a naturally fractured carbonate
reservoir. This oil-bearing formation has a gas cap and connection to a limited aquifer and was
produced mainly by pressure depletion with limited pressure support from water injection. The article
summarizes the results of the efforts made by the multi-disciplinary team. An integrated approach
was developed starting from geological modeling of a naturally fractured reservoir, integrating the
results of laboratory studies and their interpretations (geomechanics and geochemistry), dynamic
field data analysis (pressure transient analysis, including time-lapse) and history matching reservoir
model enabling simulation of the pilot CO2 injection. The laboratory studies and field data analysis
provided descriptions of stress-sensitive fracture properties and safe injection envelope preventing
induced fracturing. The impact of potential salt precipitation in the near wellbore area was also
included. These effects are considered in the context of a pilot CO2 injection and addressed in the
reservoir simulations of injection scenarios. Single-porosity and permeability reservoir simulations
with a dominating fracture flow and black-oil formulation with CO2 simulated as a solvent were
performed in this study. The arguments for the choice of the simulation approach for the site in focus
are shortly discussed. The reservoir simulations indicated a larger site injection capacity than that
required for the pilot injection, and gravity-driven CO2 migration pathway towards the gas cap in
the reservoir. The application of the approach to the site in focus also revealed large uncertainties,
related to fracture description and geomechanical evaluations, resulting in an uncertain safe injection
envelope. These uncertainties should be addressed in further studies in preparation for the pilot. The
article concludes with an overview of the outcomes of the integrated approach and its application to
the field in focus, including a discussion of the issues and uncertainties revealed.

Keywords: carbon capture and storage; reservoir simulation; integrated approach; naturally fractured
carbonate reservoir; safe injection envelope; pilot CO2 injection
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1. Introduction

The characterization, modeling, and simulation of flow in underground reservoirs
are generally challenging tasks, while they become more complicated when dealing with
naturally fractured carbonates. Well logging and laboratory measurements on core plugs
are commonly utilized for characterizing both sandstone and carbonate reservoirs, where
special measurements and analyses, like borehole imaging, large-scale core experiments,
well testing, and permanent well monitoring, become crucial when dealing with fractured
carbonate reservoirs. The fractured reservoirs were comprehensively studied in the context
of hydrocarbon production, and specific approaches for reservoir characterization, mod-
eling, and flow simulation for such reservoirs have been developed and applied in the
industry for decades [1–6].

When considering geological CO2 storage in subsurface reservoirs, including depleted
oil fields, the evaluation of geochemical [7] and geomechanical [8] effects becomes crucial
since the reservoirs’ rocks are exposed to new fluid (CO2) and conditions (pressure and
temperature) usually different to previous operational conditions. The hydraulic properties
of naturally fractured reservoirs may be sensitive to pressure changes, since these cause
effective stress changes influencing fracture aperture [9] with many observations for frac-
tured reservoirs from laboratory experiments [10] and field data [11], and [12]. There are
examples of large-scale projects of CO2 storage in naturally fractured carbonates, where
the In Salah storage project is very well documented in the literature [13–15]. According
to the literature, the following specific features of CO2 injection in the fractured reservoir
may be highlighted: (1) dominating fracture flow for CO2 injection; (2) potential uplift of
cap rocks due to reservoir pressure build-up; and (3) increase in the hydraulic properties of
fracture rocks.

The potential of CO2 storage in a depleted oil field in the Czech Republic was pre-
viously studied for a sandstone reservoir [16] and is extended to a naturally fractured
reservoir in the current study within the CO2-SPICER project [17]. The project mainly
focuses on a preparatory work for the pilot itself and developing a roadmap for potential
CCS projects in the region, but not concentrating on technical evaluations of long-term
large-scale CO2 storage. Overall, the project aimed at evaluating and demonstrating the
CCS technology to local, national, and regional stakeholders, including regulators and
competent authorities. Here, obtaining practical experience with a real site assessment,
preparation, design of facilities, and CO2 handling necessary for a pilot CO2 injection is
crucial for paving the way for the deployment of this new technology having large potential
for mitigating the climate change observed these days. Another objective of the project was
to identify knowledge gaps and additional studies needed to fill these gaps prior to the
pilot. Choosing a mature petroleum field for the CO2 pilot has many advantages, including
(1) the ability to utilize existing wells, (2) infrastructure (well sites and roads), (3) surface
facilities, and (4) to benefit from available subsurface knowledge already gained during
the development of the field. Therefore, using an oil field at the final production phase
seems to be a logical choice in comparison with a deep saline aquifer, where limited data,
knowledge, and facilities are usually available. As an additional option, we could mention
that the remaining gas volume in the gas cap of the field in focus may be considered as a
potential source of “blue hydrogen” production, where by-product CO2 may be stored in
the same reservoir, from where the gas is produced.

CO2-EOR should also be mentioned as one of the potential measures to improve
overall project economy, as shown in the evaluations performed in previous projects [16,18].
However, CO2-EOR was not evaluated in this work due to the following factors: the
lack of a regulatory approach in transitioning CO2-EOR to CO2 storage and considerable
additional experimental and simulation work required to properly evaluate and optimize
CO2-EOR for both recovery and storage amounts.

This paper focuses on describing an integrated approach that was employed to im-
prove reservoir and fluid flow descriptions in the reservoir simulations to be capable of
evaluating a pilot CO2 injection for the chosen site. Injecting CO2 has specific features,
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which are not covered when studying a producing petroleum reservoir. This may include
additional studies on geochemistry effects, such as CO2-rock interactions and salt pre-
cipitation; on geomechanics, to assess the CO2 impact of geomechanical parameters and
impact of pressure build-up on reservoir and cap-rock deformations; and other studies
depending on the scope and scale of the CO2 injection project. Since the pilot injection is
the focus of this study, we limited our scope by studying specific effects crucial for the
pilot’s performance, such as evaluating the safe injection envelope allowing natural fracture
opening but preventing induced fracturing and the potential impact of geochemistry effects
on well injectivity related to salt precipitation. Fracture characterization was also focused
on since natural fractures govern reservoir flow capacity and the pilot performance as well.

The paper is structured in the following way: Section 2 outlines the integrated ap-
proach used for preparing and carrying out reservoir simulations, including history match-
ing the reservoir flow model and simulation of the pilot CO2 injection. Section 3 describes
the application of this integrated approach to the site in focus, with the results contributing
to assembling the reservoir model and matching it to the hydrocarbon production history
to ensure a proper reservoir description. The section terminates with the simulation results
for the CO2 injection pilot. Section 4 discusses the applicability and limitations of our
analysis in combination with the knowledge gaps and additional studies to fill in these
gaps, where the study conclusions are presented in Section 5.

2. An Integrated Approach to Reservoir Simulations of the Pilot CO2 Injection

In this section, an integrated approach for reservoir simulations is introduced combin-
ing (1) capturing the main features of fluid flow in the fractured carbonate reservoir in focus
from (1.1) geological modeling through (1.2) dynamic data analysis (DDA) to (1.3) history
matching at the first stage toward (2) simulating the pilot CO2 injection at the second stage.
Figure 1 represents the schematics of the integrated approach combining these two stages.
Different sub-components of the integrated approach provide contributions at different or
both stages, including ‘Petrophysics’, ‘Seismic’, ‘Well logs’, ‘pressure–volume–temperature
analysis (PVT)’, ‘special core analysis (SCAL)’ (the first stage), ‘Compositional effects’ and
‘Geochemistry’ (the second stage), and ‘Geomechanics’ (both stages).
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The first stage includes conventional steps of assembling and matching a three-
dimensional (3D) model of a fractured reservoir, as is commonly performed in the oil
and gas industry. Here, the geological model integrates petrophysical, seismic, and well
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logging data [17]. Laboratory experiments with the reservoir fluids resulted in estimating
their PVT properties further employed in the dynamic data analysis carried out to estimate
the effective hydraulic properties of the fractured reservoir and reservoir boundaries, i.e.,
the extent of the reservoir storage complex and how it is hydraulically connected to an
aquifer. An understanding of the boundary conditions and the reservoir volume may be
gained from the pressure dynamics during production, which will follow CO2 injection.
Integrating the results of the SCAL representing the multiphase flow mechanics dictated
by wettability, capillary effects, and, finally, relative permeabilities helps to describe and
match the multiphase flow in the 3D reservoir model to the observed oil, gas, and water
production and pressure dynamic history. The results of the geomechanical experiments
contribute to the reservoir simulations with the pressure-dependent functions of reservoir
porosity and permeability.

This integrated approach enabled the team to develop a sufficient understanding
of the reservoir complex to make credible estimates of future CO2 injections. The CO2
simulations include additional information on the compositional effects of the fluid phases
as well as geochemical effects (like potential salt precipitation). Geomechanics contributes
at this stage with a safe injection envelope that enables the operator to develop a low-
risk injection scenario. This envelope describes pressures and temperatures, where the
opening of existing fractures is expected, followed by the possibility of tensile (induced
fracturing) and shear failures (e.g., fault reactivation). These injection scenarios, i.e., how
much CO2 the reservoir can take and at what rate within the injection pressure limitations,
are fundamental to the whole value chain evaluation. For example, these scenarios help to
evaluate the capacity of transportation systems to be developed and to assess the capture
projects that should be developed in the region to provide sufficient CO2 volumes for
such scenarios.

The next sections of this paper describe how this integrated approach has been applied
to the reservoir in focus, with the most attention paid to the components marked by large
arrows in Figure 1 in order to provide a robust description of the fractured reservoir (such
as DDA, history match, and geomechanics) and carry out reliable CO2 injection simula-
tions (such as compositional effects, geochemistry, and geomechanics). The conventional
components indicated by small arrows (petrophysics, seismic, well logs, PVT, and SCAL)
are granted less attention in the paper to limit its size.

3. Application of the Integrated Approach to a Depleted Fractured Oil Field

The integrated approach illustrated in Figure 1 has been tested via application to
the field in focus, where a multi-disciplinary team was working combining different
approaches and studies, including laboratory experiments and their interpretations, field
data analysis, and, finally, 3D reservoir modeling and simulations. Accounting for the study
objectives, human and financial resources available and the study duration, the one-model-
realization approach to geological modeling and reservoir simulations has been chosen in
contrast to the ensemble-based approach with multiple model realizations currently used
in the industry. Although the one-realization approach does not allow for accounting and
propagating throughout the simulation forecast the uncertainties resulting from well and
field data interpretations and modeling, obviously present in studying such complicated
reservoir settings, it enables the time-effective testing of the integrated approach in the
context of preparation for the pilot CO2 injection. The results of such testing may be useful
beyond the evaluation of the geological setting in focus, since a combination of different
components of the approach is of interest and is one of the major objectives of this study.
The following sections provide a short description of the study following the workflow in
Figure 1.

3.1. Geological Modeling as the Conventional Basis for Reservoir Simulations

The field in focus is located 30 km South-East of Brno in Southern Moravia in the
South-Eastern part of the Czech Republic. It was discovered in 2001 at depths ranging from
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1565 to 1872 m. The field had four vertical and four horizontal production wells. The field
had a large gas cap on top of the oil zone with a limited saline aquifer connected. Most of
oil and a significant volume of initial gas reserves were produced by 2023, and the field is
approaching the end phase of hydrocarbon production.

The producing reservoir is situated in a complex geological setting, where the base-
ment is formed by Precambrian-age crystalline rocks, directly overlain by the Paleozoic
depositional system of Cambrian to Carboniferous ages. The reservoir is formed mostly
by Vranovice limestone and Nikolčice formation with an overall thickness of up to 300 m.
Both Mikulov Marl and the Paleogene pelites form the main sealing (Figure 2).
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Figure 2. Geological cross-section of the storage complex [17].

The Vranovice formation (depicted in Figure 3) is formed by naturally fractured
carbonate rocks. The petrology and geochemistry of the storage complex were studied and
described in [19]. The gas cap initially reached a thickness up to 150 m, and the original
oil zone was approximately 105 m thick. Gas–oil contact and oil–water contact (GOC and
OWC) at depths of 1490 and 1595 m, respectively, were estimated based on well logging
data and drill-stem tests. Both contacts are periodically updated during production by
logging in the observation well.
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and drying. Fracture located in the core is marked in yellow.
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The 3D structural model served as the basis for geological modeling and further
reservoir simulations. The 3D geological model, including its lithostratigraphic units, is
based on seismic interpretation and fluid constituency data from wells test results, and was
assembled using Petrel software (version 2020.4). The geological modeling and property
distributions were carried out based on interpretations of the well logging data, including
gamma ray, spontaneous potential, resistivity, neutron, density, and sonic logs. These
interpretations were complemented by caliper logs and NMR (nuclear magnetic resonance)
data when available. The 3D geological model assembled covered an area larger than the
reservoir itself, including an aquifer zone and the cap rocks, accounting for the potential
use of the model in future studies. The reservoir part of the geological model is shown in
Figure 4, also describing the fluid constituency and the well trajectories.
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Figure 4. Top-view depth map of the field with gas (red), oil (green), and water (blue)-saturated
areas with well trajectories. The NW–SE (North-West and South-East) cross-section is further used in
reservoir characterization studies.

Several techniques were applied in combination to distribute the matrix porosity in the
reservoir, including density-neutron cross-plots and density, neutron, and sonic logs, while
the resulting porosity distribution was also corrected for clay mineral presence. Figure 5
illustrates the porosity map resulting from the geological model.

The initial water saturation was distributed using the resistivity of the formation
water, effective porosity, cementing factor, and Archie’s constant. Apart from the routine
core analysis on small core plugs, a special core analysis was also carried out on the well-
diameter core samples based on core availability. The matrix permeability was distributed
using the correlations with effective porosity and water saturation. Well test data and
temperature logging were used to evaluate the temperature profile over depth. Finally,
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the Gaussian sequential simulation was employed to distribute the parameters described
above within the reservoir volume.
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The reservoir in focus consists of naturally fractured carbonate rocks calling for special
attention and specific methods for fracture assessment, characterization, and modeling.
The natural fracture networks were characterized using formation micro scanner (FMS)
logs obtained for seven wells penetrating the field. Examples of the fracture analysis
and characterization using FMS data in the ZA3 well are illustrated in Figures 6 and 7.
Unfortunately, these FMS data cannot be calibrated by core data since no oriented core
samples are available.
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Figure 7. Fracture analysis based on FMS data for ZA3 well.

The usual method for fracture modeling at the reservoir scale is to distribute the
fracture properties obtained for particular wells in the whole reservoir volume using the
statistical characteristics of fracture sets. However, due to the large size of the geological
model, this was not a viable option, and a simpler process was used where the densities
of each fracture set (i.e., number of fractures per meter, also termed as ‘intensities’) were
distributed throughout the geological model using their statistical characteristics (mean
orientation and dispersion). A map of the fracture intensity is displayed in Figure 8. The
resulting densities were then used to calibrate the reservoir properties yielded from the
well log analysis.



Energies 2024, 17, 2659 9 of 29
Energies 2024, 17, x FOR PEER REVIEW 11 of 32 
 

 

 
Figure 8. Fracture intensity map resulting from FMS-based fracture analysis and modeling. 

3.2. Dynamic Data Analysis 
Based on the laboratory investigation of fluid properties, the oil was identified as a 

medium-heavy one with a specific gravity of 910 kg/m3 and viscosity of 3.7 cP at the initial 
reservoir condition. The gas is mainly methane (92%) with 4.8% other hydrocarbon gases 
and 3.2% nitrogen and CO2. The original static reservoir pressure was around the hydro-
static pressure value of 180 bars, and the reservoir temperature was 52 °C. 

The 20-year field production history is represented by different dynamic datasets, 
including well tests carried out mainly at the beginning of the production phase and pe-
riods of well monitoring with permanent downhole gauges installed. These data were in-
terpreted using a combination of pressure transient analysis (PTA), including time-lapse 
PTA [20] and history matching with fit-for-purpose reservoir models using Saphir soft-
ware (version 5.30). 

The main objectives of this analysis were to: 
• Estimate the reservoir flow capacity (permeability–thickness product, 𝑘ℎ) and well 

performance, including skin effects and effective length for horizontal wells. 
• Characterize the reservoir boundaries with mapping estimated reservoir properties 

(such as kh) to improve the reservoir description in the reservoir simulations. 
• Evaluate the impact of fractures on flow capacity (like dual-porosity and permeabil-

ity effects) and fracture dynamics (like the pressure sensitivity of reservoir permea-
bility). 
Many well tests, including shut-ins at the wellhead or downhole (using a downhole 

shut-in tool), have been carried, mainly in the initial phase of production. In addition, 
some production wells were monitored with permanent downhole gauges (PDGs) result-
ing in long-term pressure measurements during multiple flowing and shut-in periods. 
These periods provided groups of pressure transients, which may be analyzed using time-
lapse PTA methods [20]. 

The most representative dataset is available for the horizontal producer, ZA-5H, 
drilled in the central part of the field (Figure 9), used in this paper to illustrate the time-
lapse PTA application and its capabilities. Figure 9 displays the PDG data at a 2484 m 
measured depth (MD) (at the bottom part of the oil zone) for a 2-year history since the 
beginning of well production, including a few flowing (production) and shut-in (pressure 
build-up) periods. During these two years, the well was producing above the bubble-point 

Figure 8. Fracture intensity map resulting from FMS-based fracture analysis and modeling.

3.2. Dynamic Data Analysis

Based on the laboratory investigation of fluid properties, the oil was identified as
a medium-heavy one with a specific gravity of 910 kg/m3 and viscosity of 3.7 cP at the
initial reservoir condition. The gas is mainly methane (92%) with 4.8% other hydrocarbon
gases and 3.2% nitrogen and CO2. The original static reservoir pressure was around the
hydrostatic pressure value of 180 bars, and the reservoir temperature was 52 ◦C.

The 20-year field production history is represented by different dynamic datasets,
including well tests carried out mainly at the beginning of the production phase and
periods of well monitoring with permanent downhole gauges installed. These data were
interpreted using a combination of pressure transient analysis (PTA), including time-lapse
PTA [20] and history matching with fit-for-purpose reservoir models using Saphir software
(version 5.30).

The main objectives of this analysis were to:

• Estimate the reservoir flow capacity (permeability–thickness product, kh) and well
performance, including skin effects and effective length for horizontal wells.

• Characterize the reservoir boundaries with mapping estimated reservoir properties
(such as kh) to improve the reservoir description in the reservoir simulations.

• Evaluate the impact of fractures on flow capacity (like dual-porosity and permeability
effects) and fracture dynamics (like the pressure sensitivity of reservoir permeability).

Many well tests, including shut-ins at the wellhead or downhole (using a downhole
shut-in tool), have been carried, mainly in the initial phase of production. In addition, some
production wells were monitored with permanent downhole gauges (PDGs) resulting in
long-term pressure measurements during multiple flowing and shut-in periods. These
periods provided groups of pressure transients, which may be analyzed using time-lapse
PTA methods [20].

The most representative dataset is available for the horizontal producer, ZA-5H, drilled
in the central part of the field (Figure 9), used in this paper to illustrate the time-lapse PTA
application and its capabilities. Figure 9 displays the PDG data at a 2484 m measured depth
(MD) (at the bottom part of the oil zone) for a 2-year history since the beginning of well
production, including a few flowing (production) and shut-in (pressure build-up) periods.
During these two years, the well was producing above the bubble-point pressure with a
minor water cut after a half a year of pure oil production. Two shut-in periods with pressure
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build-up (BU1 and 2) and one following production (PROD3) period were analyzed using
Saphir software to estimate well and reservoir parameters and reservoir boundaries.
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Figure 9. Three sequential shut-in periods (build-ups: BU1, 2, and 3) and one flowing period
(production: PROD3). Solid red line for pressure is the result of a simulation with the PTA model.

The production and build-up responses represented in the log–log scale in Figure 10
clearly demonstrate a closed reservoir signature with no-flow boundaries. A fit-for-purpose
analytical reservoir model was then used to estimate the reservoir flow capacity, i.e. product
of permeability and thickness (kh), by using a stabilized pressure derivative level between
1 and 10 hours (h). This model reproduced the closed reservoir response recognized by an
increasing derivative during production and decreasing derivative in the build-up periods
at late times (i.e., after 10 h).
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Figure 10. Pressure transient responses in the log–log scale for the build-up and production periods
from Figure 9. Solid lines with corresponding colors are simulation results for the PTA model.

A similar PTA interpretation was carried out for well test and pressure monitoring data
for other wells (ZA-3, ZA-4A, ZA-9AH, and ZA-7). Pressure build-ups were interpreted for
most of the well datasets listed above, where single or repeated build-ups were available.
The results of the reservoir characterization based on the dynamic data analysis may be
illustrated with the reservoir flow capacity (Figure 11) plotted versus an NW-SE cartesian
axis crossing the wells ZA-3 and 4A (as shown in Figure 4).

Among the objectives of dynamic data analysis, one was to evaluate how fractures
impacted flow capacity, including possible dual-porosity and permeability effects [4,21].
Moreover, understanding the dynamic fracture behavior and pressure sensitivity of overall
reservoir permeability [11] is the key to develop a representative reservoir model that can
also be employed for CO2 injection forecasts.
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Figure 11. Reservoir flow capacity (kh) estimated from the analysis of dynamic data obtained for
different production and injection wells (ZA-3, ZA-5H, ZA-4A, ZA-9AH, and ZA-7). The x-axis
corresponds to the NW-SE cross-section, as shown in Figure 4.

The dual-porosity and permeability effects are usually governed by high-porosity and
permeability contrasts. While matrix porosity may dominate fracture volumes, fracture
permeability may dictate the overall flow capacity. This leads to fluid exchange between the
matrix and fractures that is reflected in the specific ‘saddle-like’ signature in the pressure
derivative [4,21]. The derivatives for the pressure responses analyzed were quite noisy
(Figure 12), so identifying such ‘saddle-like’ signatures confidently was difficult. A similar
noise level was observed in most of the responses that have been analyzed. However,
some indication of the signature may be observed for the pressure build-up derivatives
in Figure 12 (in the period in the range of 1–3 h) for the well in focus (ZA-5H). A mean-
ingful interpretation with the dual-porosity model was difficult in this case due to the
non-representative ratio of parameters to be applied to achieve a derivative match. This
signature may also indicate a highly permeable (e.g., intensively fractured) area at some
distance from the well. Similar indications of the signature were not found for the other well
responses analyzed (keeping in mind the impact of the noise mentioned above), although
further work in this direction may be useful for improving the reservoir description.
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Figure 12. Pressure transient responses in the log–log scale for the build-up and production periods
from Figure 9.

The pressure sensitivity of the overall reservoir permeability was observed for many
fractured reservoirs, for example [11]. The dynamic field data available were analyzed to
find indications of permeability variations caused by pressure changes. However, limited
data were available for such a study for this reservoir as tests on the same well were taken
only at the beginning of the production for all wells, while permanent monitoring data
covered relatively small pressure ranges. As an example, the three build-ups (Figure 12)
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may be compared in a time-lapse mode [20] to detect permeability changes, when the
characteristic shift (up and down) of pressure derivatives may be observed. The comparison
of build-ups 1 and 2 at a reservoir pressure of around 172 bar with build-up 3 at a pressure of
around 158 bar is complicated by a high noise level (especially for BU3), making revealing
permeability changes difficult. At the same time, the pressure range (158 to 172 bar)
may be too small to govern significant permeability changes. As a result, it is difficult
to judge the pressure sensitivity of the fractured reservoir considering the data available,
and additional surveys (like well tests at different reservoir pressures) are needed to
clarify this issue. A step-rate test [12] may be a good candidate for the additional survey,
where well performance and permeability changes may be identified. The results of the
geomechanical experiments described in the next section, which became available after
this dynamic data analysis, show that the opening of natural fractures may happen at a
pressure of around 220 bar, which is above the initial reservoir pressure (about 180 bar).
This supports the observations made from the dynamic data analysis, although for a quite
narrow pressure range.

The following summarizes the dynamic data analysis:

• Reservoir flow capacity (permeability times reservoir thickness, kh) and well perfor-
mance (skin, effective well length for horizontal wells) were estimated for five wells.

• Reservoir characterization with kh mapping was carried out based on the results
obtained for individual wells providing input for reservoir simulations.

• Dual-porosity, permeability, and fracture dynamics (pressure sensitivity) effects were
not univocally observed from the interpretations of the field data available.

• Additional well surveys, such as step-rate tests, may be designed using the fit-for-
purpose reservoir models employed in PTA to evaluate injection performance.

3.3. Geomechanics

Geomechanical experiments on core samples from different parts of the reservoir
complex were performed to determine elastic stiffness parameters and plastic strengths in
various stress geometries. Cross plot of measured porosity and permeability were for the
different core samples is displayed in Figure 13. The experimental descriptions is described
in Appendices A and A.1. The whole database was shared in [22], while the impact of
cooling and re-pressurization on effective stress, when compared to the plastic strength,
was used to constrain the safe operation envelope during CO2 injection [23]. Here, the
envelope accounting for cooling and re-pressurization was assembled.

Energies 2024, 17, x FOR PEER REVIEW 15 of 32 
 

 

 
Figure 13. Porosity and permeability for the reservoir samples tested in the COREVAL 700 tool. Four 
highly permeable samples are used to determine the transmissibility multiplier. 

The results of all 14 reservoir samples are shown in Figure 14a, for volumetric strain, 
and Figure 14b, for rescaled permeability. A large variation between samples can be seen, 
which is linked to the large geological variability in-between samples, as displayed in Fig-
ure 13. With more than an order of magnitude differences in the permeability between the 
reservoir samples, the relation to confining stress becomes clear when the permeability is 
rescaled by the permeability at the initial measurement of 21 bar (Figure 14b). When cal-
culating pore volume (porosity) and transmissibility (permeability) multipliers for the 
whole field (Figure 15), only selected high-porosity high-permeability samples with non-
zero pore volume compressibility were used. These are marked with dashed lines in Fig-
ure 14a,b. 

The analysis is valid in the elastic domain, as the applicability of the effective stress 
relation is limited to reversible deformation. These data are integrated into the reservoir 
simulations to mimic how porosity and permeability change dynamically during the in-
jection of CO2. 

 

Figure 13. Porosity and permeability for the reservoir samples tested in the COREVAL 700 tool. Four
highly permeable samples are used to determine the transmissibility multiplier.



Energies 2024, 17, 2659 13 of 29

In this paper, data from the COREVAL 700 tool were used to determine how pore
volume and permeability are affected by hydrostatic confining stress changes. This was
performed to estimate how porosity and permeability would change in respect to pore
pressure by using the Biot effective stress concept. See Appendix A.1 for a description.

The results of all 14 reservoir samples are shown in Figure 14a, for volumetric strain,
and Figure 14b, for rescaled permeability. A large variation between samples can be seen,
which is linked to the large geological variability in-between samples, as displayed in
Figure 13. With more than an order of magnitude differences in the permeability between
the reservoir samples, the relation to confining stress becomes clear when the permeability
is rescaled by the permeability at the initial measurement of 21 bar (Figure 14b). When
calculating pore volume (porosity) and transmissibility (permeability) multipliers for the
whole field (Figure 15), only selected high-porosity high-permeability samples with non-
zero pore volume compressibility were used. These are marked with dashed lines in
Figure 14a,b.
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The analysis is valid in the elastic domain, as the applicability of the effective stress
relation is limited to reversible deformation. These data are integrated into the reservoir
simulations to mimic how porosity and permeability change dynamically during the
injection of CO2.

Because of the Biot effective stress principle, it is equivalent to vary pore pressure and
the external confining stress in the elastic domain. Given the coordinate shift, as described
in Appendix A.1, the estimated values were divided by the pore volume and permeability
at a pressure of 175 bar so the pore volume and transmissibility multipliers were plotted
(Figure 15a and Figure 15b, respectively). A large spread may be observed. The average
response of the selected samples (dashed lines in Figure 14a,b) is expressed as solid black
lines in Figure 15a,b. It is assumed that these rock samples are more relevant to mimic
reservoir behavior, dominated by fracture-, not matrix-, driven flow mechanics.

The geomechanical strength of reservoir samples was determined in the tensile regime
by Brazilian tests, in the shear strength by unconfined compressive strength and triaxial
tests [22], and the stressstate at which pre-existing fractures occur is shown in qp-space
in Figure 16. Given the uncertainty of stress, Biot coefficient, thermal–elastic coupling
coefficient, and pore pressure, the initial stresses and the shifted stress configuration are
displayed as green and gray areas in Figure 16 using Monte Carlo techniques [23]. This
enables the calculation of the pore pressure and reservoir temperature at which 1% of the
simulated cases were geomechanically unstable (Figure 17). This figure show at which
pressure pre-existing fractures may re-open, and when new tensile fractures and shear
failure may form as function of temperature.

As the COREVAL 700 tool shows a physical relation between pore pressure, pore
volume, and permeability, this is only valid in the elastic regime. When the pore pressure
exceeds the lowest horizontal tectonic stress (224 bars), pre-existing fractures re-open. This
leads to an increase in the permeability, as displayed in Figure 18. Here, the estimated
permeability and porosity multiplier are plotted, while the permeability multiplier is
calculated as an exponential function of pressure as the fracture widths increase. If pore
pressure further exceeds the least tectonic stress plus the tensile strength (267 bars), new
fractures will develop. This was however not accounted for in the multipliers in Figure 18,
since the maximum injection pressure in the pilot injection scenario was limited by the
induced fracture pressure (267 bars).
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Figure 16. The reservoir strength envelope and reservoir effective stress (dots) at in situ conditions
(52 ◦C and 172 bar in green) and in cooled and re-pressured states (12 ◦C and 240 bar (gray)).
Variations in Earth stresses, thermal–elastic coupling coefficient, and Biot coefficient were used
to span a likely range. The number of stress instances exceeding re-opening existing fractures,
tensile failure, and shear failure is calculated for each pressure and temperature value. For more
information [22,23].



Energies 2024, 17, 2659 15 of 29

Energies 2024, 17, x FOR PEER REVIEW 17 of 32 
 

 

 
Figure 16. The reservoir strength envelope and reservoir effective stress (dots) at in situ conditions 
(52 °C and 172 bar in green) and in cooled and re-pressured states (12 °C and 240 bar (gray)). Varia-
tions in Earth stresses, thermal–elastic coupling coefficient, and Biot coefficient were used to span a 
likely range. The number of stress instances exceeding re-opening existing fractures, tensile failure, 
and shear failure is calculated for each pressure and temperature value. For more information 
[22,23]. 

 
Figure 17. The pore pressure at which 1% of the Monte Carlo simulations induce failure for three 
failure modes as function of temperature. At 15 °C, the critical pore pressures were 224, 267, and 285 
bars to re-open pre-existing fractures, to form new tensile fractures and shear failure, respectively. 
These critical pressures were used for the dynamic permeability exceeding the elastic limit (trans-
missibility multiplier). 

As the COREVAL 700 tool shows a physical relation between pore pressure, pore 
volume, and permeability, this is only valid in the elastic regime. When the pore pressure 
exceeds the lowest horizontal tectonic stress (224 bars), pre-existing fractures re-open. This 
leads to an increase in the permeability, as displayed in Figure 18. Here, the estimated 
permeability and porosity multiplier are plotted, while the permeability multiplier is cal-
culated as an exponential function of pressure as the fracture widths increase. If pore pres-
sure further exceeds the least tectonic stress plus the tensile strength (267 bars), new frac-
tures will develop. This was however not accounted for in the multipliers in Figure 18, 
since the maximum injection pressure in the pilot injection scenario was limited by the 
induced fracture pressure (267 bars). 
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tively. These critical pressures were used for the dynamic permeability exceeding the elastic limit
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Figure 18. Porosity and permeability (without fracture opening) multipliers for the elastic regime
(from Figure 15). As the pore pressure exceeds the threshold, as shown in Figure 17, the permeability
multiplier for re-opening existing fractures (titled as fracture opening) is included.

The critical pressures above rely on the certainty of the input geomechanical data (i.e.,
the actual value and likely range), the risk of the operator reflected in the probability of
failure (here 1%), and temperature.

3.4. Compositional Effects

A new compositional model was created for the history matching and prediction
periods. The PVT data available provide a standard set of PVT experiments for the oil
reservoir conducted at reservoir (52 ◦C) and close to standard (19 ◦C) conditions; however,
this does not address the potential CO2 interaction with reservoir fluids, as it was not
relevant at the time of study. The Soave–Redlich–Kwong (SRK) equation of state was tuned
to available data and both black-oil and eight-component compositional models were
created. The models showed good matches for relative volumes, densities, and viscosities
with a deviation within several percent.

Different correlations were used at reservoir temperature, including uncertainty to
reservoir fluid parameters, to estimate the compositional interaction between CO2 and
reservoir fluids (Table 1).

Judging the correlation results, the minimum miscibility pressure is in the range of
153–182 bar, which is within the reservoir pressure range. A detailed CO2 PVT study will
be needed if this reservoir will be considered for CO2-EOR, which can become an efficient
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oil recovery technique. For the current study, where the model is used for evaluating the
pilot injection into the aquifer zone, the MMP between the CO2 and reservoir oil was set at
165 bars at 52 ◦C.

Table 1. Correlations used to model the interaction between CO2 and reservoir fluids.

Temperature Current Oil Density Molecular Weight
of C5+ [24], MW1

Molecular Weight
of C5+ [25], MW2

MMP [26] for
MW1

MMP [26] for
MW2

◦C kg/m3 bar bar

52 903.2 252.4 256.7 152.7 155.7

52 911 294.0 181.6

For the sake of reducing the simulation time in the current study, as, again, only the
pilot CCS scenarios are to be simulated, the black-oil model representing CO2 through the
solvent option is used.

3.5. Geochemistry Effects

As CO2 is injected into reservoirs, the near-well region is exposed to proportionally
huge volumes of CO2. It is then important to determine that the risk of formation damage
is low, e.g., by salt precipitation, hydrate formation, fines migration, bacteria activity, and
temperature and pressure cycling [27–29].

Among the geochemical effects, two may have a strong impact on the pilot CO2
injection:

• Hydrate formation.
• Salt precipitation due to water drying out.

Hydrates form in higher pressure, lower temperature, and lower salinity environments.
For the 180–200 bar system (high pressure in the vicinity of the injection well) of relatively
low salinity, a CO2 bottom hole temperature of at least 15 degrees should prevent hydrate
formation. The expected low-rate injection in the pilot phase and geothermal heating as it
travels down the well seem to provide a safe operational regime. Hydrate precipitation
is therefore considered as a very low, easy to mitigate risk and will not be a part of the
reservoir simulation study.

Potential salt precipitation seems to be the major risk factor for well injectivity during
the pilot CO2 injection. The injection of the dry CO2 phase will evaporate water in water-
bearing formations [30]. The concentration of ions in the water phase may then gradually
increase until maximum solubility is reached, and salt precipitation may then occur. The
potential of salt precipitation depends on several parameters, e.g., water-phase composition,
residual water saturation, flow rate, pressure, and temperature. The risk of permeability
reduction by salt precipitation depends on the location of the precipitate in the pore space
and thereby on rock properties, fluid compositions, and local flow regimes.

Formation damage by salt precipitation includes three main mechanisms: salt precip-
itation, migration of salt crystals, and accumulation of crystals at pore throats [31]. Salt
precipitation has been reported to cause pressure build-up and loss of injectivity in CO2
projects. Studies related to the Ketzin project have reported dry-out radii in the range
of 3.8–13 m and maximum halite saturations in the range of 3–80% [32]. For the Snøhvit
project, a dry-out radius of 0.7 m was estimated for one reservoir zone [33]. In some other
CO2 projects, salt precipitation has been found to completely block perforations and the
near-well region, e.g., the Aquistore project [34]. In the literature, mainly experiments with
permeability reductions have been reported (up to 83%), but also some experiments with
increases in permeability [30].

The extension of the dry-out/salt precipitation zone depends on parameters such
as brine compositions, rock properties, flow regimes, and time [30,35]. Cui, Hu, Ning,
Jiang, and Wang [36] found the extension of the dry-out zone to be large in high-porosity
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and -permeability formations with not much formation damage, but less extension in
low-porosity and -permeability formations with larger formation damage. The dry-out
zone can be tens of meters, as reported for CO2 projects [32,33]. Hurter, Labregere, and
Berge [37] reported for a rock of 200 mD a zone of 10 m in 2 years, and Pruess [38] found
the zone to be a few meters for a rock of 33 mD.

A mechanistic simulation was carried out to study salt precipitation near the wellbore.
The reservoir salinity was 12,200 mg/L with chloride, and around 26,000 mg/L if all ions
are taken together. The near-wellbore reservoir simulation was used to estimate the scale
of salt precipitation in this case (assuming 25% residual water saturation, 60 m pay depth,
and 30 mD permeability). Maximum salt precipitation reached 10% in the cell containing
the well itself. After approximately half a year of injection, the salt precipitation zone
stabilized, affecting in total only around 0.6 m around the wellbore (Figure 19). This
study in combination with the literature referenced above were used as references for
suggesting salt precipitation potential for the field in focus. The ranges for potential
permeability reduction and the size of the near-wellbore area affected by salt precipitation
were then assessed as: 10–80% and 0.5–5 m, correspondingly. These ranges were further
converted into well skin factors (Appendix A.2) and applied to the sensitivity studies of
CO2 injection scenarios.
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3.6. History Matching of the Reservoir Model

The geological model described in Section 3.1 was used as the basis for reservoir
simulations. The model included the following reservoir properties: matrix porosity and
permeability, as well as fracture intensity distributed on the fine geological grid with
grid blocks of 10 × 10 × 1 m. These properties were redistributed on an upscaled grid
(10 × 10 × 5 m) suitable for reservoir simulations in Eclipse software (version 2020.4) using
the black-oil fluid flow model. Aiming at a further reduction of unneeded grid blocks
laying in aquifer, out of the hydrocarbon-bearing area, a large part of the resulting aquifer
grid-blocks was made inactive and replaced with the Fetkovich analytical aquifer model.

Based on the interpretation of the well, field, and experimental data available, the
single-porosity and -permeability approach for reservoir flow simulations has been chosen.
The choice was driven by the following arguments (following the studies summarized in
the previous sections):

1. It was assumed that the pore volume was mainly constituted by pores and fracture-
associated vugs.
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2. Dual-porosity effects were not interpreted from the analysis of the pressure transient
data available (dual-porosity signature in the pressure derivative) and production
history (e.g., fast horizontal water breakthrough in the horizontal direction between
the injection and production wells).

3. Effective permeability of the fractured reservoir was estimated from an analysis of
the dynamic data available for many wells and distributed throughout the reservoir.
The effective permeability estimated was much higher (50–1000 mD, resulting in the
flow capacity in Figure 11) than the values obtained from the core measurements,
0.01–30 mD (Figure 13), which mainly represent the matrix permeability. In compari-
son to the core measurements, the dynamic data analysis represents reservoir-scale
estimations (no need for upscaling from the lab-to-field level).

4. The fracture porosity estimation looks like an unattainable task, since the fracture
description is limited by fracture density without a possibility to estimate fracture
apertures and length.

Based on the arguments above, the series of fit-for-purpose reservoir simulations was
carried out within the single-medium concept in the dynamic data analysis and evaluation
of the salt precipitation effects described above. These simulations contributed to the
full-field reservoir model update.

For the next step, the pore volume and transmissibility multipliers obtained from the
geomechanical study described in Section 3.3 were specified. The resulting first version of
the full-field model was then used to condition the matrix permeability distribution to the
results of the dynamic data analysis summarized in Section 3.2. The matrix permeability
resulting from geological modeling (Figure 20) was first conditioned to the fracture density
distribution (Figure 8) and then to the permeability-thickness product obtained for different
wells from the dynamic data analysis (Figure 11). The well-based multipliers were then
inter- and extrapolated to the inter-well reservoir volumes using the moving average
method available in Petrel.
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The resulting permeability distribution was then tested in reproducing the field pro-
duction history. It should be mentioned that implementing and distributing the well-based
permeability multipliers obtained from the dynamic data analysis are tasks complicated
by understanding which areas these values should be assigned to and how to inter- and
extrapolate these multipliers in the inter-well area of the reservoir. Thus, the radius of
investigation from the pressure transient analysis (PTA) was assigned to the multipliers
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obtained for the wells in the dynamic data analysis. Additional spatial control of the
multiplier distribution was applied to control the distribution in the inter-well area.

The updated permeability distribution obtained via conditioning of the permeability
(initially conditioned to the fracture density) to the well-based multipliers was tested in
history-matching exercises. Here, matching the well pressure history and well pressure
drops were given the most attention. Further fine tuning of the multipliers for some wells
was carried out to match the well measurements. As an example, the pressure history
match for well ZA3 is shown in Figure 21. This fine tuning has provided some deviations of
the resulting permeability-thickness product, if compared to the dynamic data analysis in
Figure 11. At the same time, a reasonable match of the pressure history for all the wells has
been achieved. For some wells, additional minor permeability adjustments were carried
out to match the observed gas–oil ratios and water-cuts in individual producers. As a result
of the conditioning of the permeability distribution to the dynamic data analysis results
as well as matching to the production history, the final permeability map was created, as
shown in Figure 22.
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Figure 21. (a): Matching a period of pressure history of the ZA3 well. (b): Matching history of bottom
hole pressure in the observation ZA3 well.
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Figure 22. Map of thickness-averaged effective permeability of the fractured reservoir resulting from
conditioning to dynamic data analysis results and history matching.
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The results of the history matching of the full-field reservoir model may be illustrated
with the history of the ZA3 well (the discovery and the first production well in the field).
Having a long open-hole interval in the oil zone, the gas from the gas cap reached the top
part of the open hole increasing the gas–oil ratio (GOR) to a level that caused the produc-
tion from the well to be terminated. Since 2006, the producer was used as an observation
well, allowing occasional (with retrievable gauges) measurements of the static bottom
hole pressure (BHP). The pressure measurements were useful in the history-matching
process allowing us to adjust initial hydrocarbon volumes and aquifer size and may also
be used to evaluate the history-matching results. The comparison of the pressure mea-
surements (circles) and the BHP simulation results (line) displayed in Figure 21 indicate
a reasonable matching of the measurements by the simulation results. Achieving these
history-matching results, the reservoir model was further used for the simulation of the
pilot CO2 injection scenarios.

3.7. Simulation of Pilot CO2 Injection

The pilot CO2 injection scenarios were set up taking into account the safe operat-
ing envelope resulting from the geomechanical evaluations described in Section 3.4. The
highest-risk scenario of cold CO2 injection at 15 ◦C was assumed, resulting in natural frac-
ture opening at 224 bar and induced fracturing pressure at 267 bar (Figure 17), which was
considered as the maximum injection BHP in the simulations. The impact of geochemical
effects related to potential salt precipitation in the near-wellbore area was evaluated via
sensitivity runs for the well skin factor following Table A1.

The solvent model, which is a four-component extension of the Eclipse black-oil model,
was used to introduce CO2 properties as the fourth reservoir fluid in addition to gas, oil,
and water. The main scenario of the pilot CO2 injection was considered with an injection
into the ZA7 well, penetrating water zone. The pilot injection scenarios assumed the
commencement of CO2 injection without preceding gas cap depletion, where injection
started during the current reservoir conditions. An alternative scenario of gas cap depletion
following CO2 injection may also be considered, but it is outside of the scope of this study.

The legislation of the Czech Republic allows for a cumulative injected volume at a
maximum of 100 thousand tons of CO2 for a pilot injection. Following this restriction, the
pilot injection volumes were chosen as the mass injection rate of 44 thousand tons per year
during nineteen months with 70 thousand tons injected in total.

One of the main advantages of commencing the CO2 injection in the current reservoir
conditions (before gas cap depletion) is that the reservoir pressure remains sufficiently high,
avoiding the Joule–Thomson cooling effect observed during injections at low reservoir
pressures. Another benefit here is CO2 injected and flowing inside the reservoir in the
supercritical phase.

The ZA7 well was chosen as the CO2 injector profiting from the fact that the well is
currently being used for water injection. The well was recently re-completed with fiberglass
tubing, which makes it a perfect candidate for CO2 injection, without significant additional
costs for converting it into a CO2 injector. The nearby ZA3 well is currently used as an
observation well and therefore may be further used for reservoir monitoring during the
pilot CO2 injection. Well ZA7 penetrates the aquifer part of the field and CO2 is therefore
injected into the water zone.

Following the main CO2 pilot injection design described above, the injection with
a mass rate of 120 tons per day during the pilot injection period within 583 days (with
70 thousand tons cumulatively injected) was simulated. As the injection rate is relatively
low, the calculated BHP in the injector increased during the pilot period only by 6 bars
(from 137 to 143 bar), as can be observed in Figure 23a.

The corresponding increase in the average reservoir pressure is shown in Figure 23b
in comparison to the pressure depletion from 174 to 121 bar during the production history.
The simulation results predict a minor reservoir pressure increase of 9 bar (from 121 to
130 bar) during the pilot injection.



Energies 2024, 17, 2659 21 of 29

Energies 2024, 17, x FOR PEER REVIEW 23 of 32 
 

 

3.7. Simulation of Pilot CO2 Injection 
The pilot CO2 injection scenarios were set up taking into account the safe operating 

envelope resulting from the geomechanical evaluations described in Section 3.4. The high-
est-risk scenario of cold CO2 injection at 15 °C was assumed, resulting in natural fracture 
opening at 224 bar and induced fracturing pressure at 267 bar (Figure 17), which was con-
sidered as the maximum injection BHP in the simulations. The impact of geochemical ef-
fects related to potential salt precipitation in the near-wellbore area was evaluated via 
sensitivity runs for the well skin factor following Table A1. 

The solvent model, which is a four-component extension of the Eclipse black-oil 
model, was used to introduce CO2 properties as the fourth reservoir fluid in addition to 
gas, oil, and water. The main scenario of the pilot CO2 injection was considered with an 
injection into the ZA7 well, penetrating water zone. The pilot injection scenarios assumed 
the commencement of CO2 injection without preceding gas cap depletion, where injection 
started during the current reservoir conditions. An alternative scenario of gas cap deple-
tion following CO2 injection may also be considered, but it is outside of the scope of this 
study. 

The legislation of the Czech Republic allows for a cumulative injected volume at a 
maximum of 100 thousand tons of CO2 for a pilot injection. Following this restriction, the 
pilot injection volumes were chosen as the mass injection rate of 44 thousand tons per year 
during nineteen months with 70 thousand tons injected in total. 

One of the main advantages of commencing the CO2 injection in the current reservoir 
conditions (before gas cap depletion) is that the reservoir pressure remains sufficiently 
high, avoiding the Joule–Thomson cooling effect observed during injections at low reser-
voir pressures. Another benefit here is CO2 injected and flowing inside the reservoir in the 
supercritical phase. 

The ZA7 well was chosen as the CO2 injector profiting from the fact that the well is 
currently being used for water injection. The well was recently re-completed with fiber-
glass tubing, which makes it a perfect candidate for CO2 injection, without significant ad-
ditional costs for converting it into a CO2 injector. The nearby ZA3 well is currently used 
as an observation well and therefore may be further used for reservoir monitoring during 
the pilot CO2 injection. Well ZA7 penetrates the aquifer part of the field and CO2 is there-
fore injected into the water zone. 

Following the main CO2 pilot injection design described above, the injection with a 
mass rate of 120 tons per day during the pilot injection period within 583 days (with 70 
thousand tons cumulatively injected) was simulated. As the injection rate is relatively low, 
the calculated BHP in the injector increased during the pilot period only by 6 bars (from 
137 to 143 bar), as can be observed in Figure 23a. 

 
(a) (b) 

Figure 23. (a): Simulated BHP for the pilot CO2 injection into the ZA7 well; sensitivity to skin factor 
(S). (b): Average reservoir pressure during production history and the pilot CO2 injection (base case 
with zero well skin). 

120

130

140

150

160

170

01-Sep-01 22-Feb-07 14-Aug-12 04-Feb-18 28-Jul-23 17-Jan-29

Av
er

ag
e 

Re
se

rv
oi

r P
re

ss
ur

e 
(b

ar
)

Date

Figure 23. (a): Simulated BHP for the pilot CO2 injection into the ZA7 well; sensitivity to skin factor
(S). (b): Average reservoir pressure during production history and the pilot CO2 injection (base case
with zero well skin).

The injected CO2 has a lower density than formation water and oil, but higher than gas
in the gas cap at the current reservoir pressure and temperature. Consequently, the injected
CO2 is first accumulated around the ZA7 injection well, forming a small CO2 plume, starts
to migrate throughout the formation structure (oil zone) and segregated by gravity at the
top of the oil zone and bottom of the gas cap, as illustrated in Figure 24.

Energies 2024, 17, x FOR PEER REVIEW 24 of 32 
 

 

The corresponding increase in the average reservoir pressure is shown in Figure 23b 
in comparison to the pressure depletion from 174 to 121 bar during the production history. 
The simulation results predict a minor reservoir pressure increase of 9 bar (from 121 to 
130 bar) during the pilot injection. 

The injected CO2 has a lower density than formation water and oil, but higher than 
gas in the gas cap at the current reservoir pressure and temperature. Consequently, the 
injected CO2 is first accumulated around the ZA7 injection well, forming a small CO2 
plume, starts to migrate throughout the formation structure (oil zone) and segregated by 
gravity at the top of the oil zone and bottom of the gas cap, as illustrated in Figure 24. 

Additional simulations were carried out to quantify uncertainties associated with 
possible salt precipitation in the main pilot injection scenario. As discussed in Section 3.5, 
salt precipitation may cause permeability reduction in the near-wellbore area of a certain 
radius, which can be modeled by increasing the skin value in the injection well following 
Appendix A.2 in Appendix A. The sensitivity was assessed for the permeability, which 
reduced by 10 and 80%, and the radius of the near-wellbore area with the reduced perme-
ability varying from 0.5 to 5 m. These ranges resulted in the skin values of 0.21 (10%, 0.5 
m; this was ignored since is very close to zero), 0.46 (10%, 5 m), 7.43 (80%, 0.5 m), and 16.64 
(80%, 5 m); see Appendix A.2. The pilot simulation described above assumed a zero skin 
value and was used as the reference case for skin sensitivity. The skin sensitivity of the 
pilot injection scenario is shown in Figure 23a, and demonstrates about 6 bar of additional 
pressure drop due to skin in the most risky scenario with a skin value of 16.64. So, the 
presence of skin may double the BHP build-up during the pilot injection (achieving 148 
bar), although the BHP remains far from the natural fracture opening pressure (224 bar). 

 
Figure 24. CO2 saturation at the end of the pilot injection. 

As a final step, the potential CO2 injection capacity of the reservoir assuming an in-
jection at the maximum pressure of 267 bar corresponding to the induced fracturing pres-
sure following the geomechanical evaluations for the temperature of 15 °C (Figure 17) was 
estimated. Here, since the well BHP may overcome the fracture opening pressure of 224 
bar, the effect of fracture opening was also studied by applying two permeability multi-
pliers: accounting and not accounting for the fracture opening (Figure 18). In addition, the 
well skin sensitivity (due to salt precipitation) was studied similarly to the simulations of 
the pilot injection above. 

The simulation results in Figure 25a show that the CO2 injection rate is significantly 
higher for the cases of low or no skin (0 and 0.46), since the reservoir pressure in the near-
wellbore area is close to BHP (267 bar), which is much higher than the fracture opening 
pressure. This causes high pressure in the near-wellbore area and opening natural 

Figure 24. CO2 saturation at the end of the pilot injection.

Additional simulations were carried out to quantify uncertainties associated with
possible salt precipitation in the main pilot injection scenario. As discussed in Section 3.5,
salt precipitation may cause permeability reduction in the near-wellbore area of a certain
radius, which can be modeled by increasing the skin value in the injection well following
Appendix A.2 in Appendix A. The sensitivity was assessed for the permeability, which
reduced by 10 and 80%, and the radius of the near-wellbore area with the reduced perme-
ability varying from 0.5 to 5 m. These ranges resulted in the skin values of 0.21 (10%, 0.5 m;
this was ignored since is very close to zero), 0.46 (10%, 5 m), 7.43 (80%, 0.5 m), and 16.64
(80%, 5 m); see Appendix A.2. The pilot simulation described above assumed a zero skin
value and was used as the reference case for skin sensitivity. The skin sensitivity of the
pilot injection scenario is shown in Figure 23a, and demonstrates about 6 bar of additional
pressure drop due to skin in the most risky scenario with a skin value of 16.64. So, the
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presence of skin may double the BHP build-up during the pilot injection (achieving 148 bar),
although the BHP remains far from the natural fracture opening pressure (224 bar).

As a final step, the potential CO2 injection capacity of the reservoir assuming an
injection at the maximum pressure of 267 bar corresponding to the induced fracturing
pressure following the geomechanical evaluations for the temperature of 15 ◦C (Figure 17)
was estimated. Here, since the well BHP may overcome the fracture opening pressure
of 224 bar, the effect of fracture opening was also studied by applying two permeability
multipliers: accounting and not accounting for the fracture opening (Figure 18). In addition,
the well skin sensitivity (due to salt precipitation) was studied similarly to the simulations
of the pilot injection above.

The simulation results in Figure 25a show that the CO2 injection rate is significantly
higher for the cases of low or no skin (0 and 0.46), since the reservoir pressure in the
near-wellbore area is close to BHP (267 bar), which is much higher than the fracture
opening pressure. This causes high pressure in the near-wellbore area and opening natural
fractures. In the cases with high skin (7.43 and 16.64), a high well-reservoir pressure drop is
established with the pressure in the near-wellbore area with exceeding the fracture opening
pressure, only after some period of time (about half a year after the start of the injection for
the case of a skin value of 7.43). This is an interesting interplaying effect between fracture
opening and skin effects that should be accounted for in further evaluations of large-scale
injection scenarios. The average reservoir pressure dynamics for the sensitivity runs are
illustrated in Figure 25b. The total CO2 storage capacity in all the scenarios with injection
at induced fracturing pressures may be estimated as around 500 million m3 or around 900
thousand tons (Figure 25c).

Energies 2024, 17, x FOR PEER REVIEW 25 of 32 
 

 

fractures. In the cases with high skin (7.43 and 16.64), a high well-reservoir pressure drop 
is established with the pressure in the near-wellbore area with exceeding the fracture 
opening pressure, only after some period of time (about half a year after the start of the 
injection for the case of a skin value of 7.43). This is an interesting interplaying effect be-
tween fracture opening and skin effects that should be accounted for in further evaluations 
of large-scale injection scenarios. The average reservoir pressure dynamics for the sensi-
tivity runs are illustrated in Figure 25b. The total CO2 storage capacity in all the scenarios 
with injection at induced fracturing pressures may be estimated as around 500 million m3 

or around 900 thousand tons (Figure 25c). 

  
(a) (b) 

 
(c) 

Figure 25. Sensitivity to salt precipitation and fracture opening in the scenario of CO2 injection at 
maximum pressure: (a): CO2 injection rate, (b): average reservoir pressure, and (c): gas injection 
cumulative volume. 

4. Discussion 
In this section, we discuss the uncertainties related to the integrated approach in the 

context of application to the site in focus, accounting for the field and experimental data 
available for the study. 

4.1. Validity of Pressure-Dependent Multipliers Estimated from Geomechanical Analysis 
Because of the validity of the Biot effective stress principle used in the geomechanical 

evaluations, obtained permeability and porosity multipliers are only limited by the elastic 
domain without any irreversible deformation occurring, such as fracturing. As is de-
scribed in [23], the re-opening of existing fractures may start at a pore pressure of 220–250 
bars. In this case, the effective reservoir permeability will increase significantly more than 
what is obtained here. As such, since the reservoir fluid flow is primarily focused on frac-
tured rocks, the use of the geomechanical experiments shall be used with care. 

There are, however, primarily two arguments that may be presented to still choose 
to use the data. First, it is the only direct datum that exists from the field, as field data 

0.0

0.5

1.0

1.5

2.0

2.5

Sep-2027 Sep-2028 Sep-2029 Sep-2030 Sep-2031

Ga
s I

nj
ec

tio
n 

Ra
te

 [1
06

m
3/

d]

Date

S=0 - Without fracture opening
S=0.46 - Without fracture opening
S=7.43 - Without fracture opening
S=16.64 - Without fracture opening
S=0 - Fracture opening
S=0.46 - Fracture opening
S=7.43 - Fracture opening
S=16.64 - Fracture opening

100

120

140

160

180

200

220

240

260

280

Sep-2027 Sep-2028 Sep-2029 Sep-2030 Sep-2031

Re
se

rv
oi

r P
re

ss
ur

e 
[b

ar
]

Date

S=0 - Without fracture opening
S=0.46 - Without fracture opening
S=7.43 - Without fracture opening
S=16.64 - Without fracture opening
S=0 - Fracture opening
S=0.46 - Fracture opening
S=7.43 - Fracture opening
S=16.64 - Fracture opening

0

100

200

300

400

500

600

Sep-2027 Sep-2028 Sep-2029 Sep-2030 Sep-2031

Ga
s I

nj
ec

tio
n 

Cu
m

ul
at

iv
e 

[1
06

m
3]

Date

S=0 - Without fracture opening
S=0.46 - Without fracture opening
S=7.43 - Without fracture opening
S=16.64 - Without fracture opening
S=0 - Fracture opening
S=0.46 - Fracture opening
S=7.43 - Fracture opening
S=16.64 - Fracture opening

Figure 25. Sensitivity to salt precipitation and fracture opening in the scenario of CO2 injection at
maximum pressure: (a): CO2 injection rate, (b): average reservoir pressure, and (c): gas injection
cumulative volume.



Energies 2024, 17, 2659 23 of 29

4. Discussion

In this section, we discuss the uncertainties related to the integrated approach in the
context of application to the site in focus, accounting for the field and experimental data
available for the study.

4.1. Validity of Pressure-Dependent Multipliers Estimated from Geomechanical Analysis

Because of the validity of the Biot effective stress principle used in the geomechanical
evaluations, obtained permeability and porosity multipliers are only limited by the elastic
domain without any irreversible deformation occurring, such as fracturing. As is described
in [23], the re-opening of existing fractures may start at a pore pressure of 220–250 bars. In
this case, the effective reservoir permeability will increase significantly more than what
is obtained here. As such, since the reservoir fluid flow is primarily focused on fractured
rocks, the use of the geomechanical experiments shall be used with care.

There are, however, primarily two arguments that may be presented to still choose to
use the data. First, it is the only direct datum that exists from the field, as field data analysis
was carried out only for pressure depletion (not build-up) and did reveal permeability
changes. In addition, microfractures are likely to exist at scales less than those observed for
each sample, especially for the four samples with a low/moderate porosity and, relatively
speaking, high permeability (see Figure 13). Here, it is likely that microfracture flow
processes contribute to the observed permeability in the COREVEAL 700 tests.

Due to survival bias in the rock sample selection, it is likely that the rock mechanical
tests display a too-high stiffness and strength compared to what would be the case for
the reservoir scale. During drilling, coring, exhumation, storage, and handling only, the
relatively stronger rock volumes with a size larger than, e.g., 5–10 cm, can be used for
mechanical strength tests. This highlights the issue of lab-to-field upscaling in obtaining
proper geomechanics descriptions for fractured rocks [23] to be addressed in further studies.

4.2. Uncertainty of the Safe Injection Envelope and Impact of CO2 on Geomechanical Parameters

The safe injection envelope presented in Figure 17 is a result of the evaluation of
the in-situ stress state and geomechanical experiments on intact rock samples [22], with
following the application of Monte-Carlo modeling accounting for the uncertainty of the
results of the experiments [23]. In the evaluation of the in-situ stresses, only limited data
for other formations and other reservoir depths were used, since no in-situ stress estimates
are available for the formation in focus. Geomechanical experiments were carried out on
core samples with no or a very limited presence of natural fractures, since most of the
fractured cores were disintegrated during the coring process. The impacts of the natural
fractures on the geomechanical parameters evaluated and lab-to-field upscaling of the
geomechanical effects for the fractured rocks were not accounted for in the Monte-Carlo
modeling providing, as a result, the safe injection envelope. In combination with the
uncertainty of the geomechanics experiments discussed above, the envelope assembled
may also be uncertain. In particular, the presence of natural fractures may narrow down
the envelope as described in [23].

It has previously been shown that the weak acid formed by CO2 and brine mixtures
might lead to carbonate dissolution that, in turn, has shown to modify rock strength
(e.g., [39]. Nermoen, Porzer, Klempa, and Sancer [22] performed ultrasonic velocity mea-
surements on three reservoir rock samples exposed to CO2 and brine at in-situ conditions in
batch experiments over three months. All three samples displayed a reduction in ultrasonic
velocities and, thus, dynamic Young’s modulus. As the dynamic stiffness was shown to
correlate to strength, it could be expected that the rock mechanical strength also becomes
affected by injected CO2. Since the number of samples was low, and the impact was highly
variable, it was concluded that firm conclusions on chemically induced mechanical weak-
ening could not be drawn. Since tests were performed on intact rock samples, and the
applicability to mechanical integrity of fractured carbonate is uncertain, this effect on the
safe operation envelope was not included in the evaluation [23].
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Further field studies and laboratory and well tests are therefore suggested to ensure a
reliable evaluation of the safe injection envelope.

4.3. Approach to Reservoir Simulations of the Naturally Fractured Reservoir

The study of the fractured rocks resulted in matrix porosity (estimated from well
logging data) and effective reservoir permeability (estimated from dynamic data analysis).
Uncertainty of reservoir porosity also exists since fracture porosity was neglected in the
study due to the reasons mentioned above. The matrix permeability estimated in the core
experiments is in the range of 0.01–30 mD (Figure 13), while the dynamic data analysis
of the effective reservoir permeability provided the range of 50–1000 mD, resulting in the
estimated flow capacity shown in Figure 11. Any estimates for the fracture porosity were
not obtained due to an inability to characterize the fracture apertures and fracture geometry
from the available data, which is commonly a challenging task. As a result, the single-
porosity model was employed to simulate flow in the reservoir, where the matrix porosity
was used as the effective reservoir porosity, while the fracture permeability was used as
the effective reservoir permeability. Such an approach looks like a reasonable option for
the project’s objectives and the effective permeability estimation seems to be quite certain,
since it was obtained from flow data analysis and history matching. An uncertainty of
the permeability estimation may be associated with describing the impact of the fracture
geometry on distributing fractured areas and the permeability tensor. Here, characterizing
the natural fracture networks in terms of fracture lengths and orientations would govern
distributing the fracture properties in the inter-well area. At the same time, the production
history did not show any indications of large permeability anisotropy, for example water
breakthrough horizontally between the injection and nearby production wells.

Well interference and tracer injection and interpretations may help in improving
the fracture description, although it may be costly and late considering the phase of the
production and costs involved. As an option, the monitoring of pressure in nearby wells
(with gauges installed below the GOC) during the test of pilot CO2 injection may be
suggested, providing a possibility to study inter-well communication and therefore provide
information for improved fracture description and effective permeability anisotropy.

4.4. Compositional and Geochemistry Effects

As both the pilot and full field implementation focus solely on CO2 storage, the com-
positional effects are less vital than for the enhanced hydrocarbon recovery process. The
key elements will be the effect of impurities on CO2 properties in the reservoir, freezing
point, and hydrate formation. It may be advised to include measurements of the relative
permeabilities and capillary pressures during the pilot phase to better predict CO2 migra-
tion in the reservoir. Salt precipitation studies have been initiated and hydrate precipitation
would also need to be looked at. Overall, pre-heating CO2 on the surface will efficiently
reduce a risk of hydrate formation and the preliminary simulation studies carried out to
date indicate that drying out and salt precipitation should not become the showstoppers.

5. Conclusions

An integrated approach to reservoir simulations has been developed and tested for
evaluating pilot CO2 injection in a depleted, naturally fractured oil field on-shore Europe.
The approach includes a few components combining a standard reservoir simulation
workflow with specific components related to modeling naturally fractured reservoirs and
CO2 injection.

Special attention in the paper was paid to:

1. Characterizing and modeling of fracture impact, including fracture analysis from well
data and the evaluation of effective flow properties of the fractured reservoir from
dynamic field data analysis.

2. Geomechanical assessments contributing to (i) assembling, history matching, and
forecasting CO2 injection using the reservoir model via applying pressure-sensitive
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reservoir properties in the reservoir simulations, as well as (ii) assembling a safe
injection envelope for conditioning CO2 injection scenarios.

3. Accounting for compositional and potential geochemistry effects (salt precipitation)
on CO2 injection simulations and the performance of the CO2 injection scenarios.

The application of the integrated approach to the depleted oil field allowed for evalu-
ating pilot CO2 injection scenarios and confirmed the reservoir capacity, above the planned
pilot injection volumes. The simulation study has also provided CO2 migration pathways
driven by gravity. Based on the simulations, injected CO2 into water zone should migrate
upward and accumulate below the remaining gas in the gas cap and above the remaining
oil and water.

The application of the approach to the site in focus has also revealed large uncertainties,
related to fracture description and geomechanical evaluations, resulting in an uncertain safe
injection envelope [23]. These uncertainties are related to (1) limited knowledge of the in situ
stress state without any stress estimates available for the site in focus [22]; (2) accounting for
fracture impacts in the geomechanical evaluations of the fractured rocks; and (3) lab-to-field
upscaling of the results of the geomechanical experiments [23]. The study by Nermoen,
Shchipanov, Porzer, and Sancer [23] has indicated that the presence of natural fractures
may have a strong impact on the geomechanical parameters of fractured rocks. Any chemo-
mechanical effects on rock strength are not indicated in the geomechanical parameters
obtained, but more work is needed to quantify its effect on fractured carbonates.

Thus, as more information is gathered, there is a potential of narrowing the safe injec-
tion envelope that may reduce the maximum injection pressure to avoid induced fracturing,
and therefore, reduce the injection capacity of the site in focus. Additional field studies,
including well tests, and laboratory experiments with further geomechanical modeling
were suggested to reduce these uncertainties and verify the safe injection envelope [23].
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3D three-dimensional
BHP bottom hole pressure [bar]
CCS carbon capture and storage
CGS Czech Geological Survey
CO2 carbon dioxide
DDA dynamic data analysis
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FMS formation microscanner
GOC gas–oil contact
GOR gas–oil ratio
GPa giga pascal
mD milli Darcy
MD measured depth [m]
MND Moravské naftové doly
MW molecular weight
NMR nuclear magnetic resonance
NORCE Norwegian Research Centre
NW North-West
OWC oil–water contact
PDG permanent downhole gauges
PTA pressure transient analysis
PVT pressure–volume–temperature
S skin [-]
SCAL special core analysis
SE South-East
SRK Soave–Redlich–Kwong

Appendix A

Appendix A.1. Geomechanical Experiments and Analysis

Cores from the MND repository were drilled with 37 mm diameter and varying
lengths before polishing. Samples used in hydrostatic loading experiments was mounted
in the COREVAL 700 tool where pore pressure was increased to 20 bar, and kept constant
through the test, while the hydrostatic stress was simultaneously increased to 41 bar and
then loaded by 69 bar steps to 317 and 455 bar. For each hydrostatic stress (σp), pore volume
(Vp) and permeability were obtained using a stepwise injection of nitrogen (N2) while
monitoring the pore pressure response. Given the known PVT-behaviour of N2, the pore
volume of the specimen was determined. Moreover, from the pressure equilibration time,
the permeability (k) was estimated.

The equivalence between hydrostatic stress and pore pressure variation is described
by the effective stress relation from the external hydrostatic stress minus Biot coefficient
multiplied by pore pressure:

σ′ = σp − αPf (A1)

Given a constant pore pressure of 20 bar, and Biot coefficient of 0.88 [22], the hydrostatic
effective stress was varied. In 12 tests the effective stress varied from 21 to 297 bar, while
2 tests were loaded till 435 bar. 7 of the samples were exposed to a loading only, while
7 samples were both loaded and un-loaded.

For each step in effective stress, the pore volume and nitrogen permeability were
measured, enabling Vp(σ′) and k(σ′ ). Given that calcium carbonate is the primary con-
stituency with a mineral stiffness of Ks = 74 GPa the solid volume evolution is estimated
via Vs(σ′) = Vs,0 (1 − Ksσ′), where Vs0 was the solid volume in the 21 bar effective stress
state as estimated via Vs,0 = (1 − ϕ)Vb,0, where ϕ was the porosity and Vb,0 the initial bulk
volume. From the solid volume and measured pore volume, the bulk volume for each
effective stress was determined via Vb(σ

′) = Vs(σ′) + Vp(σ′). As such, the bulk volumetric
strain was estimated via εvol = −(Vb − Vb,0)/Vb,0 so volumetric strain as function of con-
fining stress for all 14 samples could be displayed in Figure 14a (see also Nermoen 2024a
for how bulk modulus relate to porosity).

The Eclipse simulations allow for porosity and permeability changes in response to
pore pressure variations. In the COREVAL 700 tests, the external stress was changed, while
by re-organizing Equation (A1) with respect to pore pressure, a co-ordinate shift was used
to determine how the observed pore volumes and permeabilities related to porosity:
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Pf =
σ − σ′

p

α
=

350 − σ′
p

0.88
(A2)

where σ = σ1+σ3
2 = 350 bar was used from estimates of vertical weight (410 bar) and least

horizontal stress (230 bar) from uniaxial strain assumption and Poisson ratio [23]. Now, for
each value of pore pressure the pore volume and permeability were obtained, i.e., Vp(Pf )
and k(Pf ), was obtained from the measurements.

In the reservoir the initial hydrostatic pore pressure at 1750 m depth was 175 bar, and
the pore volume and permeability at this pore pressure was then used as a reference for
scaling, i.e., Vp(175 bar) = Vp,re f and k(175 bar) = kre f . This number was used to scale
changes in porosity and permeability as function of pore pressure, as relative changes are
more appropriate due to the large geological variability between samples. Based on this,
the pore volume and transmissibility multiplier, could be determined via:

Tpore =
Vp(Pf )

Vp,re f
(A3)

Tperm =
k(Pf )

kre f
(A4)

Appendix A.2. Well Skin to Approximate Salt Precipitation Effect

The salt precipitation effect in the near wellbore area of the reservoir may be approxi-
mately modelled using the well skin factor concept [21]. The skin may be calculated based
on permeability reduction inside a limited near wellbore area as [21]:

S =

(
k

kS
− 1

)
ln

rS
rw

(A5)

where S is well skin, dimensionless; k–reservoir permeability, mD; kS–reduced permeability
due to salt precipitation; rS–radius of reduced permeability area, m; rS–wellbore radius, m.

Based on the results of evaluations of potential salt precipitation effects discussed
above, the following ranges for permeability reduction and damaged near wellbore area
were suggested: 10–80% and 0.5–5 m. Following the Equation (A5), a set of well skin factors
based on these ranges may be calculated as listed in Table A1. First three skin values were
used in the sensitivity simulation runs focused on evaluating risks associated with salt
precipitation for the CO2 pilot injection performance.

Table A1. Permeability reduction ratio, radius of reduced permeability area and resulted skin factor
calculated using the relationship (A5).

Permeability Reduction [Frac] Damage Zone [m] Well Skin [Dimensionless]

0.2 5 16.64
0.2 0.5 7.43
0.9 5 0.46
0.9 0.5 0.21
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