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How interactions between individuals contribute to the
emergence of complex societies is a major question in behavioural
ecology. Nonetheless, little remains known about the type of
immediate social structure (i.e. social network) that emerges from
relationships that maximize beneficial interactions (e.g. social
attraction towards informed individuals) and minimize costly
relationships (e.g. social avoidance of infected group mates). We
developed an agent-based model where individuals vary in the
degree to which individuals signal benefits versus costs to others
and, on this basis, choose with whom to interact depending on
simple rules of social attraction (e.g. access to the highest benefits)
and social avoidance (e.g. avoiding the highest costs). Our
main findings demonstrate that the accumulation of individual
decisions to avoid interactions with highly costly individuals,
but that are to some extent homogeneously beneficial, leads
to more modular networks. On the contrary, individuals
favouring interactions with highly beneficial individuals, but that
are to some extent homogeneously costly, lead to less modular
networks. Interestingly, statistical models also indicate that when
individuals have multiple potentially beneficial partners to
interact with, and no interaction cost exists, this also leads to more
modular networks. Yet, the degree of modularity is contingent
upon the variability in benefit levels held by individuals. We
discuss the emergence of modularity in the systems and their
consequences for understanding social trade-offs.
1. Introduction
Understanding the link between individual behaviour and the
organization and functioning of a group or population has long
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been central to behavioural and evolutionary biology [1]. Animals living in groups often interact non-
randomly with individuals, leading to a large range of social structural patterns (i.e. who interacts
with whom and how frequently). Social attraction and social avoidance, i.e. the aggregation or
repulsion of individuals, are widespread behavioural strategies that individuals use to balance the
costs and benefits of group-living. While some socio-ecological pressures like predator defence and
access to reliable information lead to social attraction, others like resource competition and risk of
pathogen transmission lead to social avoidance. But, how individuals manage the fitness trade-offs
between attraction and avoidance has received little direct attention in the biological literature [2–4].
Recent studies have investigated this issue in the context of pathogen and information transmission
[5–7], indicating that contagions may affect the evolution of social interactions [8]. This has been
shown to be dependent on the type of contagion observed [9], social learning [10] and pathogen
virulence [6]. Therefore, in nature, myriad factors influence how individuals manage opposing forces
in social interaction.

Among these factors, studies highlight that individual decisions about with whom to interact
appear sensitive to individual differences in their status [11–14]. When an individual shows signals of
being a potentially beneficial or costly interaction partner, it not only affects its own dyadic
interactions but also influences the structure of the overall group network [15,16]. For example,
individuals who acquire environmental information quickly and use it frequently in front of others,
thereby providing interaction benefits, become more central in their affiliative networks [17,18]. On the
other hand, individuals showing clear signals of sickness, thereby demonstrating interaction costs, are
frequently avoided [19,20]. This can significantly decrease the degree of connectedness between
individuals in a group [21]. The growing body of evidence demonstrating plasticity in social network
structure raises some key questions [2,22,23], such as to what extent these two mechanisms, social
attraction and social avoidance, interact to influence the emergent properties of social networks under
varying conditions.

To assess such behavioural flexibility, network metrics are useful measures that provide refined
estimations of social interaction patterns. These so-called network properties can be classified at the
individual level, for example, reflecting an individual’s relative centrality in a network, or at the
global level, such as when estimating a network’s density or modularity. Among these global network
properties, one has received considerable attention in the literature: modularity. Modularity is the extent
to which a network is divided into differentiable subgroups [24], and is speculated to reduce the costs
of connections between nodes (e.g. in neural networks [25]). In animal societies, it has been suggested
that increased network modularity, which is typically associated with larger groups of vertebrates and
invertebrates, might decrease costly social connections, such as those involving pathogen transmission
[26,27]. Although the optimal subgrouping level that ‘breaks’ transmission chains is currently under
discussion [28], a theoretical study working on about 2800 simulated networks and 41 real primate
networks suggests that network efficiency—a measure of the ease with which an entity, such as a piece of
information or an agent of infectious disease, can spread throughout a network [29]—peaks with
intermediate levels of modularity [30].

In the present study, we investigated whether simple rules of social attraction and social avoidance—
here modelled as individuals aiming to maximize social interactions with individuals holding benefits
while minimizing costly interactions—leads to immediate topological consequences, specifically
leading to a modular structure in social networks. Though it seems obvious that the presence of
beneficial social interactions should lead to social aggregation, and the presence of costly social
interactions to disaggregation, the extent to which these opposing forces concurrently influence the
formation of social relationships has yet to be investigated. To achieve this goal, we developed an
agent-based model in which individuals choose with whom to interact among a set of individuals
that display honest signals about their status, beneficial and/or costly, to varying degrees. In this
model, individuals are programmed to seek benefits (social attraction) while avoiding costs (social
avoidance). Individuals are assigned values of My-benefits (hereafter termed ‘benefits’ as used in our
models) and My-costs (hereafter termed ‘costs’), which are varied systematically across conditions
(conditions 1–20, figure 1a). We do not define a specific type of benefit or cost here, as our goal is to
represent the myriad possibilities they could reflect. These theoretical systems represent fixed or slow-
changing traits in a population, where costs and benefits essentially reflect the net effects (net-positive
or net-negative) of interacting with a given social partner.

Our model was designed to reflect vertebrates that live in stable and cohesive groups, where fission–
fusion mechanisms are absent or rare. We chose group sizes of 10, 30 and 70 because most of the
populations that comprise cohesive groups with differentiated and individualized relationships that
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Figure 1. Schematic of the theoretical conditions under study (a) and the emergent social networks after 2000 interactions per
individual (b). Networks are examples of model outputs with a group size = 10. In (a), the distribution of values assigned to
benefits ( purple dashed lines) and costs (red continuous lines) vary from 0 to 1 ( y-axis) across individuals (x-axis: individuals’
ID number, N = 10). The functions determining the values of benefits/costs were either linear (Y = 0; Y = 0.5; Y = (1/N) × ID;
Y = 1− (1/N) × ID− 1), where ID is the ID of the individual) or power-law distributed (γ = 10), and calculated using the
unique ID number of individuals ranging from 1 to N. In (b), nodes (circles) represent individuals in the model ( for N = 10
here) with their sizes directly related to the individual degree centrality coefficient (the higher the centrality, the larger is the
size of the node). Network edges are undirected and weighted, such that pairs with higher association indices have thicker
edges. Networks were built using the ‘igraph’ package in R [31].
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persist through time are roughly in this size range [32,33]. Therefore, we consider neither simple
aggregations nor highly organized social insect groups. We purposely omitted social factors such as
dominance rank [34] and environmental factors such as resource availability [35], which might
also drive individual social preferences, so that we could create a parsimonious system that simply
reflects the interactive influence of social attraction and social avoidance on network structure. Values
of benefits and costs were also fixed during each simulation for parsimony, reflecting our goal of
investigating the immediate topological consequences of individual decisions about with whom to
interact. However, these values varied according to the tested conditions (figure 1a) because we aimed
to observe the network properties that emerged. In addition to modularity, we chose to investigate
network density (i.e. how well connected the whole network is [36]) and centralization (i.e. whether
one or a few individuals monopolize(s) the interactions in the network [36]), as each provide a
complementary view on network structure [37]. Biologically, and in the context of this manuscript,
these measures reflect the preference of social interactions towards a few or several individuals in
the group.

To make specific inferences and predictions, we first examined the conditions in which only costs
(conditions 3 and 4) or only benefits (conditions 9 and 13) exist among individuals in the system.
In conditions 3 and 4, we predicted the emergence of centralized, non-modular and high-density
networks because individuals would prefer interacting with those showing low cost values.
In conditions 9 and 13, we predicted the emergence of centralized, non-modular and low-density
networks because individuals would prefer interacting with those having high benefit values. For
conditions in which cost values (condition 2) or benefit values (condition 5) were evenly distributed
across individuals, we predicted random networks as interactions might occur simply by chance,
given our model rules.

With the above in mind, and related to the main aim of this study, we then investigated
the emergent networks under conditions in which beneficial and costly individuals existed in the
system simultaneously (conditions 6–8, 10–12, 14–20; figure 1a). In these conditions, we predicted
the emergence of centralized, modular and low-density networks because individuals should develop
social preferences for the most beneficial individuals while avoiding those that are most costly.
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2. Material and methods
2.1. The optimal relationships model
This section describes the model (Process overview and scheduling) and the testing conditions (Testing
conditions). A detailed description of the model according to the overview, design concepts and details
(ODD) protocol [38], and the source codes of the model are given in the electronic supplementary
material. The model was written in Netlogo v. 6.0 [39].

2.1.1. Process overview and scheduling

The purpose of the model is to identify the type of immediate social structure (i.e. social network) that
emerges from relationships that maximize beneficial interactions (e.g. social attraction towards informed
individuals) and minimize costly interactions (e.g. social avoidance of infected individuals). Individuals
are endowed with values of benefits and costs, which remain stable throughout the simulation and are
assigned a number between 0 and 1 (where zero means 0% of benefits (or costs)) and one means 100% of
benefits (or costs)). This is an honest-signalling system, meaning that individuals show external signals
of the benefits and costs they uphold. The higher the value, the higher the benefit and/or cost.

At initialization, individuals have the same probability of interaction with every other individual, i.e.
individuals are equally likely to select any given group member as an interaction partner (see §2.1.1.1,
equation (2.1)). As they interact and perceive their associated benefits and costs, their probability of
interaction changes. This subsequent probability of interaction is given by the weight of the relationship
between the active and target individual: the stronger the weight, the higher the probability of
interacting with that individual. Thereafter, individuals will increase or decrease the weight of their
relationships over time according to whether they perceive costs and/or benefits from their partner (see
§2.1.1.2). The amount of increase or decrease in the weight of the relationship is controlled by the
parameters social-increase and social-decrease (table 2). After each social interaction, the weights of
relationships, and thus the future probability of interaction, are updated (see §2.1.1.2). Note that the
weights between individual i and all its group members sum to 1.

At each time step, all individuals are activated and forced to interact with one individual at a time;
hence, the model represents stable group-living animals (no aggregates or fission–fusion societies), where
individuals remain together most of time and thus socially interact. Different individuals may choose to
interact with the same target individual, but each individual only chooses one partner with whom
to interact at a time.

Definitions of indices and coefficients used in the model can be found in table 1. A flow diagram
illustrating the architecture and processes of the optimal relationship model can be found in figure 2.

2.1.1.1. Activation of individuals and interactions
At each time step, all individuals are activated. The probability of individual i selecting interaction
partner j is given by the weight of the relationship (ϕij): the higher the weight of the relationship, the
higher the probability that individual i selects individual j as its interaction partner. The initial
probability of interaction f01 is thus given by the following equation:

f01 ¼
1

N � 1
, ð2:1Þ

where N is the number of individuals in the group and f01 is the weight of the relationship, which, at
initialization, is the same among all group members. Thereafter, the weight of the relationship (and
the probability of future interactions with a given partner) is equivalent to the updated weight (see
§2.1.1.2).

After an individual selects an interaction partner, there are four possible outcomes of the interaction,
the individual perceives: (1) benefits from its partner; (2) costs from its partner; (3) benefits and costs from
its partner; or (4) it perceives nothing (figure 2). Each outcome depends on the following probabilities:

1. Probability of perceiving an individual as beneficial but not costly (PBen): PBen =My-benefits of
InteractionPartner ∗ (1 – My-costs of InteractionPartner)

2. Probability of perceiving an individual as costly but not beneficial (PCost): PCost =My-costs
of InteractionPartner ∗ (1 – My-benefits of InteractionPartner)

3. Probability of perceiving an individual as beneficial and costly (PBenCost): PBenCost =My-benefits of
InteractionPartner ∗ My-costs of InteractionPartner



Table 1. Glossary of parameters.

parameter definition

N Number of individuals in the group. Group size is set as 10, 30 and 70.

My-benefits The amount of benefits an individual owns. Values are chosen between 0 and 1.

My-costs The amount of costs an individual owns. Values are chosen between 0 and 1.

Social-increase The percentage increased in the weight between individuals i and j. The default value is 20%.

See §2.1.1.2.

Social-decrease The percentage decreased in the weight between individuals i and j. The default value is 20%.

See §2.1.1.2.

activation of individuals

selection of interaction partner
(equation (2.1))

interact with
partner

benefit
perceived

increase weight
of relationship
(equation (2.2))

decrease
weight of

relationship
(equation (2.3))

no update

increase or
decrease weight
of relationship

(equations (2.4) 
and (2.5))

possible
result

of interaction

update
relationship
(§2.1.1.2)

cost
perceived

benefit and
cost

perceived

neither
benefit nor

cost
perceived

Figure 2. Schematic of the interaction rules occurring at each time step.
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4. Probability of perceiving an individual as neither beneficial nor costly (Pnone): Pnone = (1 –My-benefits
of InteractionPartner) ∗ (1 – My-costs of InteractionPartner)

To determine the outcome of the interaction, first a random number between 0 and 1 is drawn. This is a
process for model stochasticity [40]. The random number is compared with PBen, and if the number is
less than or equal to that probability, the individual perceives the social interaction as beneficial only.
Otherwise, it compares the random number with PBen + PCost. If the number is less than or equal to
the sum of these two probabilities, the individual perceives the interaction as costly only. Otherwise,
it compares the random number with PBen + PCost + PBenCost. If the random number is less than or
equal to the sum of these three probabilities, the individual perceives the interaction as beneficial and
costly—but either more beneficial than costly (when My-benefits−My-costs > 0) or more costly than
beneficial (when My-benefits−My-costs < 0). Otherwise, it compares the random number with PBen +
PCost + PBenCost + Pnone. If the random number is less than or equal to the sum of these four
probabilities, the individual perceives nothing. Note that PBen + PCost + PBenCost + Pnone is equal to 1,
and the order of comparison with the random number does not alter the probabilities. At the end of
this step, the relationship between i and j is updated.

It is important to highlight that because the edge weights are uniform in the beginning, individuals
interact with a larger number of interaction partners on average than they will later in the simulation.
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As interactions accumulate, and the weight is continuously updated, individuals learn who holds more
benefits and less costs, and thus create their social preferences.

2.1.1.2. Updating relationships
After each interaction, individual iwill update the weight of its relationship with individual j according to
whether or not it perceived benefits or costs. If costs were perceived, the weight of interaction between
individual i and j will decrease by 20% of its current value. The 20% subtracted from this relationship
is distributed proportionally among the weights of the relationships the agent i has with all other group
members. Note that this is dampened feedback, meaning that the stronger relationships will be
penalized (lose) more than weaker relationships when a cost is perceived. Conversely, if benefits
are perceived, the weight of interaction between individual i and j will increase by 20%. The 20% added
to this relationship is obtained from the weights of the relationships the agent i has with other group
members. This is again dampened feedback, meaning that when benefits are perceived, the
reinforcement (gain) during the update is higher for weaker relationships than for stronger relationships.
These dampened feedbacks enable a more nuanced assessment of individuals’ benefits and costs: by
applying stronger penalties to strong relationships and providing stronger reinforcement to weaker ones,
we reduce the risk of individuals becoming trapped in local optima. We acknowledge that 20% is an
arbitrarily chosen value and that higher or lower values would either increase or decrease the speed at
which the network would reach stability. In this way, the weight of relationships is constrained to
varying between 0 and 1, and the sum of the weights between individual i and all its other group
members is kept equal to 1. The updating of relationships is given by the equations in table 2.
Table 2. Updating relationship weights. At each time step, after a social interaction, the weight of relationship between
individuals i and j is updated. It depends on the outcome of the interaction whether individual i perceives j as beneficial, costly,
more beneficial than costly, more costly than beneficial or perceives nothing.

outcome of the interaction

weight of relationship (W)

agent and interaction
partner (Wij) agent and other group members (Wiz (z≠j))

individuals perceive the

interaction partner as

beneficial

equation (2.2)

Wijðtþ1Þ ¼ WijðtÞ þ D

equation (2.2a)

Wizðtþ1Þ ¼ WizðtÞ–ðWizðtÞ � social-increaseÞ

(resulting from PBen) where: D ¼PN
z=j WizðtÞ � social-increase

individuals perceive the

interaction partner as

costly

equation (2.3)

Wijðtþ1Þ ¼ WijðtÞ � D

equation (2.3a)

Wizðtþ1Þ ¼ WizðtÞ þ D� WizðtÞPN
z=j WizðtÞ

 !

(resulting from PCost) where: Δ = Wij(t) × social-decrease

individuals perceive the

interaction partner as

more beneficial than

costly

equation (2.4)

Wijðtþ1Þ ¼ WijðtÞ þ D

equation (2.4a)

Wizðtþ1Þ ¼ WizðtÞ–ðWizðtÞ � social-increase� difÞ

(resulting from PBenCost) where: D ¼PN
z=j WizðtÞ � (social-increase� dif), dif = abs (PBen− PCost)

individuals perceive the

interaction partner as

more costly than

beneficial

equation (2.5)

Wijðtþ1Þ ¼ WijðtÞ � D

equation (2.5a)

Wizðtþ1Þ ¼ WizðtÞ þ D� WizðtÞPN
z=j WizðtÞ

 !

(resulting from PBenCost) where: Δ = Wij(t) × social-decrease × dif, dif = abs (PBen− PCost)

individuals do not perceive

the status of the

interaction partner

(resulting from Pnone)

no update

19
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2.1.2. Testing conditions

We conducted tests involving 20 different conditions, each representing various combinations of
My-benefits and My-costs among group members (figure 1a). The values assigned to benefits and
costs for each individual were determined based on their unique ID, which ranged from 1 to N (with
exception for conditions when values are the same for everybody, such as conditions 2 and 6). These
assignment functions followed either a linear or power-law pattern (as shown in figure 1a), reflecting
characteristics of a random network, similar to the linear distribution of components [41]) or
analogous to the Pareto distribution, where a small fraction of the population holds a large portion of
a given component [42]). Linear distributions were categorized as positive (with values increasing as
ID numbers increased) or negative (with values decreasing as ID numbers increased). Power-law
distributions were set with a degree exponent of γ = 10, resulting in approximately 25% of individuals
having values between 1 and 0.1. We tested each of the conditions for theoretical group sizes of 10, 30
and 70 (representative of animal group sizes [33]) to investigate whether the emergent network
properties, especially modularity, differed as a function of the number of individuals involved. We ran
20 simulations for each of the 20 conditions tested (400 simulations in total). Each simulation
comprised 2000 time steps (= number of interactions per individual). In network depictions of animal
societies, it would mean an average of 100 interactions per day, over 20 days.
ci.11:231619
2.2. Data collection and social network analysis
At each time step, we recorded the identities of the interacting individuals as well as the updated values of
their relationship weights. These datawere divided into 10 time periods, each containing 1000 interactions
per individual. From each time period, a matrix of interactions was created including the total number of
interactions between each dyad in the group during that time period. These 10 time periods were used for
investigating whether social relationships stabilized after a certain point. We observed that the average
strength of the relationships did not change after 2000 interactions (electronic supplementary material,
figures S1 and S2). Therefore, we used the matrices containing 2000 interactions per individual in our
analyses. This dataset gave us the resulting network properties found under each of the conditions. For
the social network analysis, we chose to estimate network metrics that capture different aspects of
network structure at both individual and global levels (table 3).
2.3. Global indexes
In order to assess the extent to which the distribution of benefits versus costs affect the development of
relationships, we calculated Gini coefficients using values of My-benefits (Gini.Ben) and My-costs
(Gini.Cost) for each condition under study. The Gini coefficient is a statistical measure of distribution,
originally used to estimate wealth inequality [48], that has found considerable application in ecology
[49–51]. To create a global index that simultaneously considers the variability in distributions of
My-benefits and My-costs across conditions, we simply subtracted Gini.Cost from Gini.Ben,

Global Index ¼ Gini:Ben �Gini:Cost: ð2:6Þ

Coefficients ranged from −1 (few individuals monopolizing high values of costs while benefits are
more homogeneously distributed among individuals) to 1 (few individuals monopolizing high values
of benefits while costs are more homogeneously distributed among individuals), with values equal to
0 indicating perfect equality (Gini.Ben =Gini.Cost).
2.4. Statistical analyses

2.4.1. Individual network metrics

We first applied Spearman tests with Bonferroni correction to test whether values of benefits and
costs correlated with individual centrality (betweenness, eigenvector and strength; see definitions in
table 1). These analyses were important to confirm the predictions of the optimal relationship model,
i.e. to show the effects that expressing benefits or costs can have on an individual’s position within
the social network.



Table 3. Structural properties estimated from the social networks under study. All properties were estimated using the ‘igraph’
package v. 1.0.1 [31] in R v. 3.3.2 [43].

global metrics

Density: the ratio between the number of observed edges and the number of possible edges in the network [36]. Values

range from 0 to 1, with 1 reflecting a completely connected network with maximal density. To estimate density, we

used the function ‘graph.density’.

Eigenvector centralization: variation in connectedness across nodes in the network [44]. Higher eigenvector centralization

values denote a centralized network, where one or a few individuals monopolizes most of the interactions in the

network. We estimated eigenvector centralization as

C ¼
PN

i ðCmax� CiÞ
Max
PN

i ðCmax� CiÞ ;

where C is the centralization index, Ci is the centrality for individual i, Cmax is the maximum value of Ci across all

individuals and Max
PN

i ðCmax� CiÞ refers to what the sum would be under the largest possible centralization of the

network. Formula was implemented in the source code.

Newman’s modularity: the degree to which a network is divided into differentiable subgroups [45]. We used an

eigenvector-based measure that is claimed to be independent of group size. High levels of modularity denote a greater

subdivision of the group into subgroups. We estimated Newman’s modularity using the function ‘cluster_leading_eigen’.

individual metrics

Betweenness centrality: the number of shortest paths that pass through the considered individual [44]. The more

connections that are made through one individual, the greater its value of betweenness becomes. To estimate

betweenness centrality, we used the function ‘betweenness’.

Eigenvector centrality: the weighted connectivity of an individual within its network, also considering the weighted

connectivity of its neighbours [46]. Individuals tied to central individuals (i.e. those with a high connectivity themselves)

should have higher centrality than those connected to less central individuals. To estimate eigenvector centrality, we used

the function ‘eigen_centrality’.

Strength centrality: the sum of the link weights connected to each individual [47]. Individuals with the highest strength

centralities would be those having strong links, many links or both. We estimated strength centrality using the function

‘strength’.
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2.4.2. Global network metrics

We applied linear models to test whether the global index and group size correlated with the network
properties. We set the retained global indexes as predictor variables in models with the global metrics
of network properties (density, modularity and centralization; see definitions in table 3) as response
variables. The distribution of all response variables deviated from the Gaussian case, so we applied a
square-root transformation (which performed better than log-transformation) to fit the assumptions of
the statistical models. For all models, we checked that the assumptions of independent predictors and
normally distributed and homogeneous residuals were fulfilled by running a series of diagnostics,
including testing for variance inflation and visually inspecting the residuals plotted against fitted
values. All analyses were set with the alpha level at 0.05.

Finally, we also looked at the biological importance of model effects through effect sizes. We extracted
the standardized coefficients in the regression models and converted it to Cohen’s d coefficient of effect
size [52] using the ‘effectsize’ v. 0.3.0 package in R [53]. For interpreting the extent of an effect, we applied
the function ‘interpret_d’.

Alternatively, we also ran principal component analysis (PCA) including the mean values of costs and
benefits, in addition to group size, to evaluate their effects on the emergence of network properties.
Details on the analysis and results, which are similar to those described in this manuscript, are on the
electronic supplementary material.
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3. Results
Our first set of analyses demonstrates a great diversity of social networks emerging from individual decision
rules of social attraction and social avoidance (centralization x ± s.d.: 72.11 ± 30.53, modularity: 0.29 ± 0.26,
density: 0.33 ± 0.41; figure 1b).We first looked at the emergent individual centralities across combined social
pressures of benefits and costs in the system. As expected, our correlation analyses demonstrate that
individuals with the highest values of My-benefits (and thus providing the highest interaction benefits)
were those most interconnected in the group (strength: r = 0.48, p < 0.001; betweenness: r = 0.47, p < 0.001;
eigenvector: r = 0.50, p < 0.001). On the contrary, and again as predicted, individuals endowed with
higher values of My-costs exhibited weaker social relationships (strength: r =−0.21, p = 0.001;
betweenness: r =−0.43, p < 0.001; eigenvector: r =−0.26, p < 0.001). These results confirm that the agents
in our models were behaving as they were designed to behave, being attracted to beneficial partners and
avoiding costly partners. We then explored global-level properties of the emergent networks.

3.1. Only costly individuals in the system
We found that in conditions 2, 3 and 4, individuals developed social relationships with those endowed
with the lowest values of cost. This led to dense (1 ± 0.0008) and non-modular (2.85 × 10−3 ± 0.004)
networks. Values of eigenvector centralization varied across conditions (33.21 ± 27.44; electronic
supplementary material, figure S3), with condition 2 showing a decentralized network (3.98 ± 0.15).
When values of costs were distributed differentially across individuals (conditions 3 and 4), we
observed the emergence of centralized networks (condition 3: 64.1 ± 6.33; condition 4: 22.6 ± 11.5;
electronic supplementary material, figure S3), with condition 3 (i.e. a linear distribution of My-costs)
presenting the highest values of centralization among the three conditions (F = 49.41, p < 2 × 10−16).

3.2. Only beneficial individuals in the system
In conditions 5, 9 and 13, individuals developed social relationships with those endowed with the highest
values of benefits. This led to highly centralized (88.38 ± 15.08) and low-density (0.05 ± 0.04) networks
(figure 1b). The extent of modularity varied across conditions (0.53 ± 0.23; electronic supplementary
material, figure S4), with conditions 5 (0.53 ± 0.17) and 9 (0.58 ± 0.20) being more modular than
condition 13 (0.41 ± 0.33, F = 16.01, p < 2 × 10−16). The extent of modularity was positively correlated
with group size (r = 0.81, p < 0.05).

3.3. Beneficial and costly individuals in the system
For conditions in which individuals hold both benefits and costs in the system (conditions 6–8, 10–12, 14–
20), we observed centralized (83.28 ± 17.02), modular (0.33 ± 0.23; electronic supplementary material,
figure S5) and low-density (0.19 ± 0.29; electronic supplementary material, figure S5) networks. We
then looked at whether this variation in structural properties was explained by the group size and the
global index, which considers the combined distribution of benefits and costs across individuals.
Linear models showed that group size correlated negatively with density but positively with
modularity. The global index correlated negatively with modularity (table 4 and figure 3). We found
that more modular networks emerged when few individuals had the highest values of costs, and
benefits were more homogeneously distributed among several individuals (low global index score). In
other words, more modular networks emerged in conditions of low benefit inequality (i.e. a linear
distribution; rs = 0.5, 1 or −1) but high cost inequality (i.e. an exponential distribution), as observed in
conditions 8, 12 and 20. We also found that less modular networks emerged when few individuals
had the highest values of benefits, but costs were more homogeneously distributed among several
individuals (high global index score; figure 3a), as observed in conditions 14, 15 and 17. Table 5
provides the effect sizes (Cohen’s d ), which help us to interpret the biological importance of model
effects. Finally, we found no effect of group size and global index on network centralization (table 4).
4. Discussion
Our study sheds light on the emergence of divergent network structures in the context of a social trade-
off, demonstrating how behavioural variation may result from simple rules of social attraction and social



Table 4. Relationship between network properties, global index and group size from conditions with both beneficial and costly
interactions in the system. Parameter estimates from linear models. Codes are marked as follows: ���p < 0.001.

estimate s.e. t-value Pr(>|t|)

density

intercept 0.443 0.027 16.630 <0.001���

global index 0.019 0.033 0.568 0.574

group size −0.004 0.0006 −6.948 <0.001���

modularity

intercept 0.303 0.048 6.292 <0.001���

global index −0.319 0.060 −5.320 <0.001���

group size 0.006 0.001 5.173 <0.001���

centralization

intercept 9.191 0.283 32.495 <0.001���

global index −0.315 0.353 −0.892 0.378

group size −0.003 0.006 −0.500 0.620

0

0
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0.5–0.5 40
group size

6020
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Figure 3. The relationship between modularity, group size and the estimated inequality of costs and benefits in the system (i.e. ‘global
index’). (a) The negative effect of the global index on the emergence of modular networks. Values in the global index vary from−1 (few
individuals monopolizing high values of costs) to 1 (few individuals monopolizing high values of benefits), with values equal to 0
indicating perfect equality (My-benefits = My-costs). The regression line and its surrounding shaded area show linear model (LM) fit
and standard error over replicates. (b) The positive relationship between Newman’s modularity and group size. Statistical analyses
were performed on conditions where individuals hold both benefits and costs in the system (conditions 6–8, 10–12, 14–20).

Table 5. Comparing effects of global index and group size. Effect size and descriptors for magnitudes follow Cohen’s framework [52].

variable

Cohen’s d interpretation

modularity density modularity density

global index −1.77 0.20 large very small

group size 1.72 −2.46 large large
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avoidance. Our main findings demonstrate that the accumulation of individual decisions to avoid
interactions with highly costly individuals, but that are to some extent homogeneously beneficial,
leads to more modular networks. On the contrary, individuals favouring interactions with highly
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beneficial individuals, but that are to some extent homogeneously costly, leads to less modular networks.
Taken together, these results suggest that the underlying distribution of attractive and repulsive forces
across individuals can influence network topology. Here, network structure arises from the decisions
of individuals aiming to optimize the costs and benefits of social interactions, which is reflective of
classical fitness trade-offs.

Immediate behavioural responses of individuals towards costly and beneficial relationships cause
detectable changes at the network level [15,21]. A common network property is modularity. There is
still not a consensus on the drivers of modularity, but a well-accepted hypothesis is that modular
structure emerges to mitigate connection costs [25]. Our study provides theoretical evidence of how
modularity initially arises, showing that opposing pressures of social attraction and social avoidance
also lead to modular structure. Here, selective pressures that optimize social relationships, avoiding
risky interactions while favouring those that might bring the highest benefits, yield modular
networks. This has also been observed through evolutionary experiments that aimed to maximize
network performance and minimize connection costs [25]. Interestingly, previous studies have
suggested that modularity could be paramount in optimizing network efficiency: while low values
of modularity favour network efficiency, high values work as a ‘breaker’ [30,54]. The rapid
response of individuals that we observed to prevailing conditions leading to varying degrees
of modularity suggests that modular networks could allow individuals to navigate costly and
beneficial relationships.

From an evolutionary perspective, changes in social structure due to social attraction and avoidance
can affect individual fitness in many ways. For example, it has been proposed that successful individuals,
considered in terms of those capable of learning about their environment and applying this knowledge in
key behaviours such as predator avoidance, are considered reliable interaction partners and receive more
affiliative behaviour from others [17]. This places the successful individuals in central positions in the
group (e.g. as observed in lemurs, [55,56]), which may confer upon them the role of key information
spreaders. Regarding the mechanisms of social avoidance, changes in social rates—either because of
lethargy or active avoidance—abound in vertebrate societies [57,58]. A poignant example comes from
wild mandrills, in which susceptible individuals avoided grooming conspecifics infected with
orofaecally transmitted parasites [19]. According to our model assumptions, individuals generally
favoured interactions with individuals providing the highest benefit to cost differential. However, we
are unaware of empirical studies that simultaneously consider information and pathogens as opposing
pressures driving sociality (but see [6,8] for theoretical studies on beneficial and costly contagion).
This has recently been discussed as an important but neglected trade-off in the study of animal
societies, including humans [2,59,60].

4.1. Comparing baseline conditions
We observed the emergence of modular networks in conditions where benefits and costs existed in
the system but also when only benefits existed (conditions 5, 9 and 13). In the latter conditions,
modularity is a consequence of individuals being linked to agents with high benefits. In our model,
individuals will always prefer to form relationships that bring more benefits than costs. So,
individuals will be motivated to seek and interact with agents from which they might get benefits.
For example, if two individuals hold benefits in a group of 10, there will be a great probability that
the other eight individuals will form social preferences to one of the two individuals holding benefits,
which will cause the formation of subgroups. This is more evident in conditions with higher
homogeneity in the distribution of benefits in the system (i.e. individuals having a similar value of
benefits as in condition 5). When homogeneity is high, individuals perceive benefits from all others,
but because of stochasticity, each individual may reinforce their relationship with a different
individual over time. So, they end up having preferential interactions with one or two individuals,
and every individual may have a different preferred partner. This may lead to the formation of
clusters or modular networks.

It is also important to look at conditions with only costs in the system (conditions 2, 3 and 4). In these
conditions, individuals had no incentive to form relationships as the main force is that of avoiding costly
interactions. This led to the emergence of centralized networks, because individuals preferred
interactions with the least risky individuals. In these systems, the model mechanics achieve increases
in relationship weight indirectly: by decreasing the weight of relationships with individuals that incur
the highest costs of interaction, relationship weights with the least costly individuals increase
automatically.
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When benefits and costs were included together in the system, these opposing forces played a distinct
role in the formation of relationships. Our results indicate that, under this trade-off, the emergence of
modular networks was consistent when costs in the system were higher than the benefits observed:
the higher the potential for costs and the higher the homogeneity of benefits in the system, the more
modular was the network. In conditions where costs and benefits were equivalent (conditions 6, 11
and 16), individuals formed relationships with those providing neither high costs nor high benefits.

4.2. Limitations of the study
Our model is simplistic by design. We aimed to build a parsimonious model as a first step towards
understanding the emergence of network properties when the system is constrained by opposing
pressures of social attraction, driven by potential access to social information, and social avoidance,
driven by exposure to costs. Undoubtedly, many other factors affect the development of social
relationships in the animal kingdom, including kinship, gender, predation pressure, resource
distribution, among others, but building a model including all these factors will probably lead to
confounds that would make the results complex and challenging to interpret.

Another limitation of our model is that the mechanics to connect both social attraction and social
avoidance is based on the increasing and decreasing of relationship weights with others. This is
particularly relevant for conditions where only costs exist in the system: because individuals are
forced to interact with others, they will choose those interactions that are less costly, and if all
are somewhat costly, they will choose interaction partners at random, which leads to centralized and
non-modular networks. If individuals were not forced to interact, it might be that, under the model
rules, individuals would avoid interacting at all. Furthermore, our model assumes that some agents
hold benefits and/or costs, but it does not account for the dynamics of social transmission (with
individuals changing status after an interaction). It is likely that adding such an element of
dynamism, with individual status being updated throughout the simulation, would also reinforce
certain network structures over others, but it is unclear whether those would be the same as those
observed in the current study.

Regardless, such an approach might preclude our ability to test which networks are expected to
emerge under a defined set of trade-off conditions (for models on social transmission, see [6,8]).
Instead, our model is inspired by studies of behavioural specialization, in which simple rules of
interaction based on stable character traits of individuals lead to the formation of complex network
topologies [34,61–63]. Our model reinforces the emergence of modular networks even when such
simple rules are applied.
5. Conclusion
Investigating how individuals respond to specific trade-offs has the potential to deepen our
understanding of the mechanisms and selective pressures underlying the development of social
relationships. Reflecting the accumulation of individual decisions, modular networks emerged in
conditions where interactions are costly with only a few individuals, and beneficial interactions are
more homogeneously distributed among all individuals in the group. These results ultimately reveal
the importance of looking at the occurrence of opposing pressures with the potential to understand
the complexity underlying individual relationships and, consequently, the great diversity in social
structure observed across animal societies [64]. We thus hope this study stimulates further
investigations into this overlooked trade-off.

Ethics. This work did not require ethical approval from a human subject or animal welfare committee.
Data accessibility. Data are available from the Dryad Digital Repository: http://dx.doi.org/10.5061/dryad.
7wm37pw0x [65].

Supplementary material is available online [66].
Declaration of AI use. We have not used AI-assisted technologies in creating this article.
Authors’ contributions. V.R.: conceptualization, data curation, formal analysis, funding acquisition, investigation,
methodology, visualization, writing—original draft, writing—review and editing; I.P.: data curation, formal
analysis, investigation, methodology, software, visualization, writing—original draft, writing—review and editing;
A.J.J.M.: conceptualization, data curation, funding acquisition, investigation, project administration, resources,
supervision, validation, writing—review and editing; C.S.: conceptualization, data curation, funding acquisition,
methodology, project administration, resources, software, supervision, validation, writing—review and editing.

All authors gave final approval for publication and agreed to be held accountable for the work performed therein.

http://dx.doi.org/10.5061/dryad.7wm37pw0x
http://dx.doi.org/10.5061/dryad.7wm37pw0x


royalsocietypubli
13

 D
ow

nl
oa

de
d 

fr
om

 h
ttp

s:
//r

oy
al

so
ci

et
yp

ub
lis

hi
ng

.o
rg

/ o
n 

17
 J

un
e 

20
24

 

Conflict of interest declaration. We declare we have no competing interests.
Funding. V.R. was supported by the Coordenação de Aperfeiçoamento de Pessoal de Nível Superior (CAPES) – Brazil
(grant no. 1216/13-9). I.P. was funded by the National Council of Science and Technology (CONACyT) – Mexico.
A.J.J.M. was supported by Grants-in-Aid from the Japan Society for the Promotion of Science (JSPS; grant no.
24770232, 16H06181). C.S. was funded by the University of Strasbourg Institute for Advanced Studies (USIAS) and
is a junior member of IUF (Academic Institute of France). V.R. also received support from the JSPS (JSPS
International Research Fellow; grant no. P17803).
 shing.org/jou
References
rnal/rsos
R.Soc.Open

Sci.11:231619
1. Hinde RA. 1976 Interactions, relationships and
social structure. Man 11, 1–17. (doi:10.2307/
2800384)

2. Romano V, MacIntosh AJJ, Sueur C. 2020
Stemming the flow: information, infection, and
social evolution. Trends Ecol. Evol. 35, 849–853.
(doi:10.1016/j.tree.2020.07.004)

3. Udiani O, Fefferman NH. 2020 How disease
constrains the evolution of social systems.
Proc. R. Soc. B 287, 20201284. (doi:10.1098/
rspb.2020.1284)

4. Romano V, Puga-Gonzalez I, MacIntosh AJJ,
Sueur C. Submitted. Opposing forces of social
attraction and social avoidance drive network
modularity. SSRN Electron J. (doi:10.2139/ssrn.
3751758)

5. Kashima K, Ohtsuki H, Satake A. 2013 Fission-fusion
bat behavior as a strategy for balancing the
conflicting needs of maximizing information
accuracy and minimizing infection risk. J. Theor. Biol.
318, 101–109. (doi:10.1016/j.jtbi.2012.10.034)

6. Ashby B, Farine DR. 2022 Social information use
shapes the coevolution of sociality and
virulence. Evolution (N Y) 76, 1153–1169.
(doi:10.1111/evo.14491)

7. Evans JC, Hodgson DJ, Boogert NJ, Silk MJ. 2021
Group size and modularity interact to shape the
spread of infection and information through
animal societies. Behav. Ecol. Sociobiol. 75,
1–14. (doi:10.1007/s00265-021-03102-4)

8. Cooney DB, Morris DH, Levin SA, Rubenstein DI,
Romanczuk P. 2022 Social dilemmas of sociality
due to beneficial and costly contagion. PLoS
Comput. Biol. 18, 1–29. (doi:10.1371/journal.
pcbi.1010670)

9. Firth JA. 2020 Considering complexity: animal
social networks and behavioural contagions.
Trends Ecol. Evol. 35, 100–104. (doi:10.1016/j.
tree.2019.10.009)

10. Beck KB, Sheldon BC, Firth JA. 2023 Social
learning mechanisms shape transmission
pathways through replicate local social networks
of wild birds. Elife. 12, e85703. (doi:10.7554/
eLife.85703)

11. Duboscq J, Romano V, MacIntosh A, Sueur C.
2016 Social information transmission in animals:
lessons from studies of diffusion. Front. Psychol.
7, 1147. (doi:10.3389/fpsyg.2016.01147)

12. Whiten A, Caldwell CA, Mesoudi A. 2016
Cultural diffusion in humans and other animals.
Curr. Opin. Psychol. 8, 15–21. (doi:10.1016/j.
copsyc.2015.09.002)

13. White LA, Forester JD, Craft ME. 2017 Using
contact networks to explore mechanisms of
parasite transmission in wildlife. Biol. Rev. 92,
389–409. (doi:10.1111/brv.12236)
14. Kappeler PM, Cremer S, Nunn CL. 2015 Sociality
and health: impacts of sociality on disease
susceptibility and transmission in animal and
human societies. Phil. Trans. R. Soc. B 370,
20140116. (doi:10.1098/rstb.2014.0116)

15. Stroeymeyt N, Grasse AV, Crespi A, Mersch DP,
Cremer S, Keller L. 2018 Social network
plasticity decreases disease transmission in a
eusocial insect. Science 362, 941–945.

16. Lopes PC, Block P, König B. 2016 Infection-
induced behavioural changes reduce
connectivity and the potential for disease
spread in wild mice contact networks. Sci. Rep.
6, 31790. (doi:10.1038/srep31790)

17. Kulahci IG, Quinn JL. 2019 Dynamic
relationships between information transmission
and social connections. Trends Ecol. Evol. 34,
545–554. (doi:10.1016/j.tree.2019.02.007)

18. Claidière N, Messer EJE, Hoppitt W, Whiten A.
2013 Diffusion dynamics of socially learned
foraging techniques in squirrel monkeys. Curr.
Biol. 23, 1251–1255. (doi:10.1016/j.cub.2013.
05.036)

19. Poirotte C, Massol F, Herbert A, Willaume E,
Bomo PM, Kappeler PM, Charpentier MJ. 2017
Mandrills use olfaction to socially avoid
parasitized conspecifics. Sci. Adv. 3, e1601721.
(doi:10.1126/sciadv.1601721)

20. Behringer DC, Butler MJ, Shields JD. 2006
Avoidance of disease by social lobsters. Nature
441, 421. (doi:10.1038/441421a)

21. Ripperger SP, Stockmaier S, Carter GG. 2020
Tracking sickness effects on social encounters via
continuous proximity sensing in wild vampire
bats. Behav. Ecol. 31, 1296–1302. (doi:10.1093/
beheco/araa111)

22. Sueur C, Romano V, Sosa S, Puga-Gonzalez I.
2019 Mechanisms of network evolution: a focus
on socioecological factors, intermediary
mechanisms, and selection pressures. Primates
60, 167–181. (doi:10.1007/s10329-018-0682-7)

23. Cantor M et al. 2020 The importance of
individual-to-society feedbacks in animal
ecology and evolution. J. Anim. Ecol. 90, 27–44.
(doi:10.1111/1365-2656.13336)

24. Newman MEJ. 2006 Modularity and community
structure in networks. Proc. Natl Acad. Sci. USA
103, 8577–8582. (doi:10.1073/pnas.
0601602103)

25. Clune J, Mouret J, Lipson H. 2013 The
evolutionary origins of modularity. Proc. R.
Soc. B 280, 20122863. (doi:10.1098/rspb.
2012.2863)

26. Nunn CL, Jordan F, McCabe CM, Verdolin JL,
Fewell JH. 2015 Infectious disease and group
size: more than just a numbers game. Phil.
Trans. R. Soc. B 370, 20140111. (doi:10.1098/
rstb.2014.0111)

27. Griffin RH, Nunn CL. 2012 Community structure
and the spread of infectious disease in primate
social networks. Evol. Ecol. 26, 779–800.
(doi:10.1007/s10682-011-9526-2)

28. Sah P, Leu ST, Cross PC, Hudson PJ, Bansal S.
2017 Unraveling the disease consequences
and mechanisms of modular structure in
animal social networks. Proc. Natl Acad. Sci. USA
114, 4165–4170. (doi:10.1073/pnas.
1613616114)

29. Latora V, Marchiori M. 2001 Efficient behavior of
small-world networks. Phys. Rev. Lett. 87,
198701. (doi:10.1103/PhysRevLett.87.198701)

30. Romano V, Shen M, Pansanel J, MacIntosh AJJ,
Sueur C. 2018 Social transmission in networks:
global efficiency peaks with intermediate levels
of modularity. Behav. Ecol. Sociobiol. 72, 154.
(doi:10.1007/s00265-018-2564-9)

31. Csárdi G, Nepusz T. 2006 The igraph software
package for complex network research.
InterJournal Complex Syst. 1695, 1–9.

32. Moscovice LR, Sueur C, Aureli F. 2020 How
socio-ecological factors influence the
differentiation of social relationships: an
integrated conceptual framework. Biol. Lett. 16,
20200384. (doi:10.1098/rsbl.2020.0384)

33. Vital C, Martins EP. 2009 Using graph theory
metrics to infer information flow through
animal social groups: a computer simulation
analysis. Ethology. 115, 347–355. (doi:10.1111/
j.1439-0310.2009.01613.x)

34. Puga-Gonzalez I, Sueur C. 2017 Friendships and
social networks in an individual-based model of
primate social behaviour. J. Artif. Soc. Soc.
Simul. 20, 10. (doi:10.18564/jasss.3450)

35. Foster EA, Franks DW, Morrell LJ, Balcomb KC,
Parsons KM, van Ginneken A, Croft DP. 2012
Social network correlates of food availability in
an endangered population of killer whales,
Orcinus orca. Anim. Behav. 83, 731–736.
(doi:10.1016/j.anbehav.2011.12.021)

36. Scott J. 2017 Social network analysis. London,
UK: SAGE Publications Ltd.

37. Krause J, James R, Franks DW, Croft DP. 2015
Animal social networks. Oxford, UK: Oxford
University Press.

38. Grimm V, Berger U, DeAngelis DL, Polhill JG,
Giske J, Railsback SF. 2010 The ODD protocol: a
review and first update. Ecol. Modell. 221,
2760–2768. (doi:10.1016/j.ecolmodel.2010.
08.019)

39. Wilensky U. 1999 Netlogo. Northwestern
university. Evanston, IL: Center for Connected
Learning and Computer-Based Modeling.

http://dx.doi.org/10.2307/2800384
http://dx.doi.org/10.2307/2800384
http://dx.doi.org/10.1016/j.tree.2020.07.004
http://dx.doi.org/10.1098/rspb.2020.1284
http://dx.doi.org/10.1098/rspb.2020.1284
http://dx.doi.org/10.2139/ssrn.3751758
http://dx.doi.org/10.2139/ssrn.3751758
http://dx.doi.org/10.1016/j.jtbi.2012.10.034
http://dx.doi.org/10.1111/evo.14491
http://dx.doi.org/10.1007/s00265-021-03102-4
http://dx.doi.org/10.1371/journal.pcbi.1010670
http://dx.doi.org/10.1371/journal.pcbi.1010670
http://dx.doi.org/10.1016/j.tree.2019.10.009
http://dx.doi.org/10.1016/j.tree.2019.10.009
http://dx.doi.org/10.7554/eLife.85703
http://dx.doi.org/10.7554/eLife.85703
http://dx.doi.org/10.3389/fpsyg.2016.01147
http://dx.doi.org/10.1016/j.copsyc.2015.09.002
http://dx.doi.org/10.1016/j.copsyc.2015.09.002
http://dx.doi.org/10.1111/brv.12236
http://dx.doi.org/10.1098/rstb.2014.0116
http://dx.doi.org/10.1038/srep31790
http://dx.doi.org/10.1016/j.tree.2019.02.007
http://dx.doi.org/10.1016/j.cub.2013.05.036
http://dx.doi.org/10.1016/j.cub.2013.05.036
http://dx.doi.org/10.1126/sciadv.1601721
http://dx.doi.org/10.1038/441421a
http://dx.doi.org/10.1093/beheco/araa111
http://dx.doi.org/10.1093/beheco/araa111
http://dx.doi.org/10.1007/s10329-018-0682-7
http://dx.doi.org/10.1111/1365-2656.13336
http://dx.doi.org/10.1073/pnas.0601602103
http://dx.doi.org/10.1073/pnas.0601602103
http://dx.doi.org/10.1098/rspb.2012.2863
http://dx.doi.org/10.1098/rspb.2012.2863
http://dx.doi.org/10.1098/rstb.2014.0111
http://dx.doi.org/10.1098/rstb.2014.0111
http://dx.doi.org/10.1007/s10682-011-9526-2
http://dx.doi.org/10.1073/pnas.1613616114
http://dx.doi.org/10.1073/pnas.1613616114
http://dx.doi.org/10.1103/PhysRevLett.87.198701
http://dx.doi.org/10.1007/s00265-018-2564-9
http://dx.doi.org/10.1098/rsbl.2020.0384
https://doi.org/10.1111/j.1439-0310.2009.01613.x
https://doi.org/10.1111/j.1439-0310.2009.01613.x
http://dx.doi.org/10.18564/jasss.3450
http://dx.doi.org/10.1016/j.anbehav.2011.12.021
https://doi.org/10.1016/j.ecolmodel.2010.08.019
https://doi.org/10.1016/j.ecolmodel.2010.08.019


royalsocietypublishing.org/journal/rsos
R.Soc.Open

Sci.11:231619
14

 D
ow

nl
oa

de
d 

fr
om

 h
ttp

s:
//r

oy
al

so
ci

et
yp

ub
lis

hi
ng

.o
rg

/ o
n 

17
 J

un
e 

20
24

 

40. Sueur C, Deneubourg J-L. 2011 Self-
organization in primates: understanding the
rules underlying collective movements.
Int. J. Primatol. 32, 1413–1432. (doi:10.1007/
s10764-011-9520-0)

41. Kanngiesser P, Sueur C, Riedl K, Grossmann J,
Call J. 2011 Grooming network cohesion and
the role of individuals in a captive chimpanzee
group. Am. J. Primatol. 73, 758–767. (doi:10.
1002/ajp.20914)

42. Zhou B, Lu X, Holme P. 2020 Universal evolution
patterns of degree assortativity in social
networks. Soc. Networks 63, 47–55. (doi:10.
1016/j.socnet.2020.04.004)

43. R Core Team. 2019 R: A language and
environment for statistical computing. Vienna,
Austria: R Foundation for Statistical Computing.
See https://www.r-project.org/.

44. Freeman LC. 1979 Centrality in social
networks conceptual clarification. Soc.
Networks 1, 215–239. (doi:10.1016/0378-
8733(78)90021-7)

45. Newman MEJ. 2006 Finding community
structure in networks using the eigenvectors of
matrices. Phys. Rev. E 74, 036104. (doi:10.1103/
PhysRevE.74.036104)

46. Bonacich P. 1987 Power and centrality: a family
of measures. Am. J. Sociol. 92, 1170–1182.
(doi:10.1086/228631)

47. Barrat A, Barthélemy M, Pastor-Satorras R,
Vespignani A. 2004 The architecture of complex
weighted networks. Proc. Natl Acad. Sci. USA
101, 3747–3752. (doi:10.1073/pnas.
0400087101)

48. Gini C. 1912 Variabilità e mutabilità. In Memorie
di metodologica statistica (eds C Gini, G
Ottaviani), pp. 211–382. Rome, Italy: Eredi
Virgilio Veschi.
49. Damgaard C, Weiner J. 2000 Describing
inequality in plant size or fecundity. Ecology 81,
1139–1142. (doi:10.1890/0012-
9658(2000)081[1139:DIIPSO]2.0.CO;2)

50. Magura T, Tóthmérész B, Lövei GL. 2006 Body
size inequality of carabids along an urbanisation
gradient. Basic Appl. Ecol. 7, 472–482. (doi:10.
1016/j.baae.2005.08.005)

51. Gange AC, Gadhave KR. 2018 Plant growth-
promoting rhizobacteria promote plant size
inequality. Sci. Rep. 8, 1–10. (doi:10.1038/
s41598-018-32111-z)

52. Cohen J. 1988 Statistical power analysis for the
behavioral sciences, 2nd edn. Lawrence Erlbaum
Associates. See https://books.google.fr/books?
id=2v9zDAsLvA0C&pg=PP1&redir_esc=y#v=
onepage&q&f=false.

53. Ben-Shachar M, Makowski D, Lüdecke D. 2020
Compute and interpret indices of effect size.
CRAN.

54. Nematzadeh A, Ferrara E, Flammini A, Ahn YY.
2014 Optimal network modularity for
information diffusion. Phys. Rev. Lett. 113,
088701. (doi:10.1103/PhysRevLett.113.088701)

55. Whiten A. 2018 Social dynamics:
knowledgeable lemurs gain status. Curr.
Biol. 28, R344–R346. (doi:10.1016/j.cub.2018.
03.004)

56. Kulahci IG, Ghazanfar AA, Rubenstein DI. 2018
Knowledgeable lemurs become more central in
social networks. Curr. Biol. 28, 1306–1310.
(doi:10.1016/j.cub.2018.02.079)

57. Curtis VA. 2014 Infection-avoidance behaviour
in humans and other animals. Trends
Immunol. 35, 457–464. (doi:10.1016/j.it.
2014.08.006)

58. Duboscq J, Romano V, MacIntosh AJJ. 2019
Social behavior and infectious disease. Encycl.
Anim. Behav. 4, 790–800. (doi:10.1016/B978-0-
12-809633-8.90146-8)

59. Romano V, Sueur C, MacIntosh AJJ. 2021 The
tradeoff between information and pathogen
transmission in animal societies. Oikos 10,
e08290. (doi:10.1111/oik.08290)

60. Evans JC, Silk MJS, Boogert NJ, Hodgson DJ.
2020 Infected or informed? Social structure and
the simultaneous transmission of information
and infectious disease. Oikos 129, 1271–1288.
(doi:10.1111/oik.07148)

61. Tokita CK, Tarnita CE. 2020 Social influence and
interaction bias can drive emergent behavioural
specialization and modular social networks
across systems. J. R. Soc. Interface 17,
20190564. (doi:10.1098/rsif.2019.0564)

62. Cantor M, Farine DR. 2018 Simple foraging rules
in competitive environments can generate
socially structured populations. Ecol. Evol. 8,
4978–4991. (doi:10.1002/ece3.4061)

63. Puga-Gonzalez I, Sueur C. 2017 Emergence of
complex social networks from spatial structure
and rules of thumb: a modelling approach. Ecol.
Complex 31, 189–200. (doi:10.1016/j.ecocom.
2017.07.004)

64. Sueur C. 2023 Socioconnectomics: connectomics
should be extended to societies to better
understand evolutionary processes. Science 5,
1–8. (doi:10.3390/sci5010005)

65. Romano V, Puga-Gonzalez I, Macintosh AJJ,
Sueur C. 2024 Data from: The role of social
attraction and social avoidance in shaping
modular networks. Dryad Digital Repository.
(doi:10.5061/dryad.7wm37pw0x)

66. Romano V, Puga-Gonzalez I, Macintosh AJJ,
Sueur C. 2024 The role of social attraction and
social avoidance in shaping modular networks.
Figshare. (doi:10.6084/m9.figshare.c.7075594)

http://dx.doi.org/10.1007/s10764-011-9520-0
http://dx.doi.org/10.1007/s10764-011-9520-0
http://dx.doi.org/10.1002/ajp.20914
http://dx.doi.org/10.1002/ajp.20914
http://dx.doi.org/10.1016/j.socnet.2020.04.004
http://dx.doi.org/10.1016/j.socnet.2020.04.004
https://www.r-project.org/
http://dx.doi.org/10.1016/0378-8733(78)90021-7
http://dx.doi.org/10.1016/0378-8733(78)90021-7
http://dx.doi.org/10.1103/PhysRevE.74.036104
http://dx.doi.org/10.1103/PhysRevE.74.036104
http://dx.doi.org/10.1086/228631
http://dx.doi.org/10.1073/pnas.0400087101
http://dx.doi.org/10.1073/pnas.0400087101
http://dx.doi.org/10.1890/0012-9658(2000)081[1139:DIIPSO]2.0.CO;2
http://dx.doi.org/10.1890/0012-9658(2000)081[1139:DIIPSO]2.0.CO;2
http://dx.doi.org/10.1016/j.baae.2005.08.005
http://dx.doi.org/10.1016/j.baae.2005.08.005
http://dx.doi.org/10.1038/s41598-018-32111-z
http://dx.doi.org/10.1038/s41598-018-32111-z
https://books.google.fr/books?id=2v9zDAsLvA0C&pg=PP1&redir_esc=y#v=onepage&q&f=false
https://books.google.fr/books?id=2v9zDAsLvA0C&pg=PP1&redir_esc=y#v=onepage&q&f=false
https://books.google.fr/books?id=2v9zDAsLvA0C&pg=PP1&redir_esc=y#v=onepage&q&f=false
http://dx.doi.org/10.1103/PhysRevLett.113.088701
http://dx.doi.org/10.1016/j.cub.2018.03.004
http://dx.doi.org/10.1016/j.cub.2018.03.004
http://dx.doi.org/10.1016/j.cub.2018.02.079
http://dx.doi.org/10.1016/j.it.2014.08.006
http://dx.doi.org/10.1016/j.it.2014.08.006
http://dx.doi.org/10.1016/B978-0-12-809633-8.90146-8
http://dx.doi.org/10.1016/B978-0-12-809633-8.90146-8
http://dx.doi.org/10.1111/oik.08290
http://dx.doi.org/10.1111/oik.07148
https://doi.org/10.1098/rsif.2019.0564
http://dx.doi.org/10.1002/ece3.4061
http://dx.doi.org/10.1016/j.ecocom.2017.07.004
http://dx.doi.org/10.1016/j.ecocom.2017.07.004
http://dx.doi.org/10.3390/sci5010005
http://dx.doi.org/10.5061/dryad.7wm37pw0x
http://dx.doi.org/10.6084/m9.figshare.c.7075594

	The role of social attraction and social avoidance in shaping modular networks
	Introduction
	Material and methods
	The optimal relationships model
	Process overview and scheduling
	Activation of individuals and interactions
	Updating relationships

	Testing conditions

	Data collection and social network analysis
	Global indexes
	Statistical analyses
	Individual network metrics
	Global network metrics


	Results
	Only costly individuals in the system
	Only beneficial individuals in the system
	Beneficial and costly individuals in the system

	Discussion
	Comparing baseline conditions
	Limitations of the study

	Conclusion
	Ethics
	Data accessibility
	Declaration of AI use
	Authors' contributions
	Conflict of interest declaration
	Funding
	References


