
1. Introduction
Many studies have examined the atmospheric drivers of intense precipitation. Kunkel et al. (2012) analyzed the 
drivers of 1-in-5-year occurrence of daily precipitation events in the U.S. during the period 1908–2009 and found 
that more than 70% of extreme precipitation in the central U.S. is related to frontal systems and less than 10% to 
mesoscale convective systems (MCSs). In similar work, Schumacher and Johnson (2006) found a much greater 
contribution from MCSs of 75% of warm-season intense precipitation events in the eastern U.S. This highlights 
(a) the difficulty in differentiating the dominant phenomena that cause intense precipitation and (b) that intense 
events may be influenced by multiple phenomena that interact across spatial scales. This is confirmed by a 
recent review of intense precipitation events and their large-scale meteorology over North America by Barlow 
et al. (2019), who concludes that events are often related to mesoscale processes that are triggered, enhanced, or 
organized by larger-scale processes.

Abstract Climate change increases the frequency and intensity of extreme precipitation, which in 
combination with rising population enhances exposure to major floods. An improved understanding of 
the atmospheric processes that cause extreme precipitation events would help to advance predictions and 
projections of such events. To date, such analyses have typically been performed rather unsystematically 
and over limited areas (e.g., the U.S.) which has resulted in contradictory findings. Here we present the 
Multi-Object Analysis of Atmospheric Phenomenon algorithm that uses a set of 12 common atmospheric 
variables to identify and track tropical and extra-tropical cyclones, cut-off lows, frontal zones, anticyclones, 
atmospheric rivers (ARs), jets, mesoscale convective systems (MCSs), and equatorial waves. We apply the 
algorithm to global historical data between 2001–2020 and associate phenomena with hourly and daily 
satellite-derived extreme precipitation estimates in major climate regions. We find that MCSs produce the vast 
majority of extreme precipitation in the tropics and some mid-latitude land regions, while extreme precipitation 
in mid and high-latitude ocean and coastal regions are dominated by cyclones and ARs. Importantly, 
most extreme precipitation events are associated with phenomena interacting across scales that intensify 
precipitation. These interactions are a function of the intensity (i.e., rarity) of extreme events. The presented 
methodology and results could have wide-ranging applications including training of machine learning methods, 
Lagrangian-based evaluation of climate models, and process-based understanding of extreme precipitation in a 
changing climate.

Plain Language Summary Increases in intense precipitation and faster onsets of droughts are just 
two of many precipitation-related extreme events that worsen under progressive climate change. Surprisingly 
little is known about the weather systems that are driving these changes in many regions around the world. In 
order to better predict and prepare for these events, scientists need an improved understanding of the causes of 
the involved atmospheric processes and their interactions. A new algorithm called the Multi-Object Analysis of 
Atmospheric Phenomenon has been developed to identify and track different types of weather systems, such as 
tropical and extra-tropical cyclones, that can lead to extreme precipitation. The algorithm was applied to global 
weather data from 2001 to 2020. The results showed that certain types of weather systems, such as mesoscale 
convective systems, are frequently involved in causing the most extreme precipitation. Additionally, the study 
found that most extreme precipitation events are caused by a combination of different weather systems working 
together and that these interactions differ depending on event intensity. This research could be useful for 
improving climate models and understanding how extreme precipitation is likely to change in the future.
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The above examples illustrate that classifying extreme precipitation-producing phenomena is challenging and 
that scientists might attribute the same event to different phenomena depending on their data analysis methods 
and scientific focus. Additionally, manually classifying extreme events is labor-intensive, time-consuming, and 
difficult to reproduce. In contrast, automatic algorithms can be very efficient in classifying atmospheric features 
and allow analyzing vast data sets much more efficiently than manual classification. Automatic algorithms are 
frequently used to identify atmospheric phenomena such as tropical cyclones (TC) (Hodges et al., 2017; Ullrich 
et al., 2021; Vitart et al., 1997), extratropical cyclones (Neu et al., 2013), frontal zones (Berry et al., 2011), atmos-
pheric rivers (ARs) (Guan & Waliser, 2015; Shields et al., 2018), and MCSs (Davis et al., 2009; Feng et al., 2021; 
A. F. Prein et al., 2020). However, these algorithms can be prone to creating spurious results and their outcomes 
can be sensitive to the classification settings (A. F. Prein et al., 2020). To date, most feature classification algo-
rithms have been designed to identify single phenomena, which can lead to similar issues as explained in the 
manual classification above.

Here we present the Multi-Object Analysis of Atmospheric Phenomenon (MOAAP) algorithm that uses a set of 
12 common atmospheric variables to track MCSs, surface cyclones, mid-level cyclones, cut-off lows (COLs), 
Tropical Cyclone (TCs), anticyclones, jets, frontal zones, ARs, equatorial Kelvin waves, Rossby waves (RW), 
mixed Rossby gravity waves (MRGs), inertia gravity waves (IGWs), and eastward propagating gravity waves. Our 
goal is to understand the contribution of each phenomenon to mean and extreme precipitation on a close-to-global 
scale and to highlight interactions of different phenomena in producing extreme precipitation. The paper focuses 
on the past 20 years because of the availability of global hourly precipitation and cloud observations. A clima-
tological data set of atmospheric phenomena is established that can be used in future model evaluation, climate 
variability, and climate change assessments. All of the identified phenomena have multiple classification criteria 
in existing literature, which introduces epistemic uncertainty in our analyses. Where possible, we compare our 
results with published references and discuss potential sources of differences. We select classification criteria 
based on previously published literature and, where necessary, develop new criteria that reduce the input data 
demand while reproducing similar statistics. We acknowledge that there are other potentially important phenom-
ena such as stationary thunderstorms that can cause extreme precipitation events. These are not included in this 
analysis due to the lack of observational data and our study's objective to minimize input data requirements.

2. Data and Methods
A guiding principle of our approach is to use a minimum set of variables to identify and track a maximum number 
of atmospheric phenomena. We only use standard output variables that are commonly available from reanalyzes 
and climate models. The following section introduces the selected variables and the methods used for the feature 
classification.

2.1. Data

We use hourly global or almost global data sets to identify and track features within the period from January 
2000 to December 2020. In doing so, we combine variables from the fifth generation reanalysis from the Euro-
pean Center for Medium-Range Weather Forecasts (ERA5) (Hersbach et al., 2020), NASA global precipitation 
measurement (GPM) integrated multi-satellite retrievals for GPM (IMERG) (Huffman, Bolvin, Braithwaite, 
et al., 2015), and National Oceanic and Atmospheric Administration GPM Merged Infrared (GPM_MERGIR) 
(Janowiak et al., 2017).

ERA5 is a state-of-the-art reanalysis product that assimilates a large variety of in situ and remote-sensing obser-
vations into the global Integrated Forecast System model to create hourly estimates of the state of the atmosphere 
within the period 1950 to present on a 30 km grid (Hersbach et al., 2020). The following nine variables are used 
in our analysis: pressure at sea level, zonal and meridional wind speed at 850 and 200 hPa, air temperature at 
850 hPa, eastward and northward integrated water vapor flux (IVT), and geopotential height at 500 hPa. We 
decided to not use ERA5 precipitation and longwave outgoing radiation since we found that these fields largely 
deviated from observational products likely due to the coarse grid spacing and the need to parameterize deep 
convection in ERA5 (Rasmussen & et  al., 2023). Blending observational fields with reanalysis fields for the 
identification of phenomena did not result in problems likely due to the assimilation of these data sets into the 
ERA5 system.
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Instead of precipitation from ERA5, we use estimates from IMERG version 6 that are available from 2000 to 
the present on a global 0.1° grid every 30 min. Data pole-ward of ±60° is only partially available for grid cells 
without snow on the ground. IMERG merges satellite microwave precipitation estimates with satellite infrared 
observations and precipitation gauge records. Although IMERG has a fairly high spatiotemporal spacing, its 
effective resolution is several times coarser than its grid spacing (Guilloteau & Foufoula-Georgiou, 2020). We also 
acknowledge that gridded precipitation data sets may under-represent the most extreme precipitation recorded by 
gauges. Nonetheless, Feng et al. (2021) show that using IMERG precipitation to track MCSs over the U.S. leads 
to similar results compared to using hourly stage-IV (Lin & Mitchell, 2005) radar-based precipitation estimates.

For cloud brightness temperature we use observations from GPM_MERGIR that merge a range of European, Japa-
nese, and U.S. geostationary satellites observations onto a 60°S–60°N 4-km grid every 30-min starting in 2000 
(Huffman, Bolvin, Nelkin, & Tan, 2015). There are occasionally areas with missing data, particularly in the South 
Pacific. Areas with missing data are treated as “not a number” values and no cloud features are identified in these 
regions. Brightness temperature is typically no standard model output but can be estimated from longwave outgo-
ing radiation at the top of the atmosphere (Wu & Yan, 2011; Yang & Slingo, 2001), which is widely available.

We calculate hourly precipitation accumulations from IMERG and use GPM_MERGIR observations at the full 
hour to align their temporal resolution with the one from ERA5. Additionally, we regrid these data sets to the 
ERA5 grid using bi-linear interpolation. All of the analyses presented in this paper are performed on the 30 km 
regular grid of ERA5 using hourly data.

2.2. Methods

2.2.1. Identification and Tracking of Objects

Our tracking algorithm is based on the connectedness (i.e., adjacent in space and time) of objects. It is concep-
tually similar to the Method for Object-Based Diagnostic Evaluation Time Domain (MTD) (Davis et al., 2009; 
Clark et al., 2014; A. F. Prein et al., 2020) and a further developed version of the python-based MCS tracker used 
in Poujol et al. (2020) and A. Prein et al. (2021). Our tracker applies the following five steps.

1.  A threshold is applied to the three-dimensional (time, latitude, longitude) variable of interest resulting in a 
binary field where all grid cells that are above/below the threshold are set to one (these are the objects of 
interest), and all other cells are set to zero. Larger absolute threshold values generally result in fewer, smaller, 
and more intense objects. For surface cyclones, this threshold is ≤8 hPa in the surface pressure anomaly field.

2.  The binary field is provided to the Python label function of the multidimensional image processing tool 
(ndimage), which is part of the SciPy package. This function identifies objects that are connected in space 
and time (horizontally or diagonally) and assigns them with a unique label (i.e., index) resulting in a feature 
matrix.

3.  For long-lived objects we apply a merging and splitting function to the feature matrix. This function merges 
or breaks up objects that are connected in time but not in space. For example, if two objects merge, the 
smaller object will end at the previous timestep and will be assimilated into the bigger object. Similarly, when 
an  object splits into two objects the larger of the two objects will continue while the smaller object will be 
treated as a new feature (see Figure 1 for an example including surface cyclones). The merging and splitting 
function allows to define a temporal threshold that ensures that only longer-lived merged and split objects are 
relabeled. For instance, we only relabel a split object if it exists for longer than 4-hr.

4.  From the entire population of identified objects a subset is selected that fulfills a range of criteria that are 
specific to the atmospheric phenomena under consideration (see Table 1 and the following subsection). All 
objects already fulfill the intensity criteria because of the thresholding performed in step 1. All phenomena 
except for fronts have temporal criteria that remove short-lived (typically small) objects from the analysis and 
some phenomena have a minimum area threshold. Additional criteria such as the geometric criteria for ARs 
or a minimum latitude to detect fronts are also considered.

5.  We calculate object characteristics once all objects that qualify as a specific phenomenon are identified.

2.2.2. Object Characteristics

The calculation of object characteristics allows us to perform statistical analyses by for example, pooling objects 
within a region. Characteristics are calculated by using the object label to mask the object from its background 
field (e.g., AR objects are used to extract IVT data). From this data, we calculate object characteristics for each 
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time step (i.e., hour). Those characteristics include the area, sum (e.g., accumulated precipitation), minimum, 
mean, maximum, and center of mass. The latter is used to calculate the object speed given by the displacement 
of the center of mass between two time steps. The object speed can fluctuate largely over time mainly due to the 
merging and splitting of objects, which can result in large changes in the center of mass from one time step to the 
next (see Figure 1). We tested alternative methods to calculate the translation speed of objects such as maximizing 
the pattern correlation by moving the object from the previous time step spatially over the object of the current 
time step. While this is computationally much more expensive it does not provide a significant improvement 
over  the center of mass-based method.

2.2.3. Cyclone and Anticyclone Detection

Multiple approaches have been proposed to track cyclones (Neu et al., 2013). Some use minimum thresholds in 
local gradients (Blender & Schubert, 2000), closed contours, and/or minimum pressure (Bardin & Polonsky, 2005). 
Also, different variables are used to track cyclones, each having benefits and drawbacks (Hodges et al., 2003). 
The most common variables are sea level pressure (SLP), geopotential height at low levels, and vorticity (Neu 
et al., 2013). We identify a variety of cyclones including surface cyclones, mid-level cyclones, COLs, and TC. A 
TC, for instance, will always be detected as a surface low and could also be identified as a mid-level cyclone at 
the same time, meaning that the same cyclone can be detected as multiple phenomena.

We decided to use SLP for tracking surface cyclones and anticyclones and 500 hPa geopotential height (Z500) 
for tracking mid-level cyclones. These two variables are widely available as a standard model output. The down-
side of using SLP is that orographic effects can create artificial gradients that might be identified as phenomena 
(Simmonds & Murray, 1999) but SLP is beneficial to identify shallow cyclones that have circulations close to the 
surface. We do not use a closed contour criterion because we want our algorithm to work on regional and global 
domains. Rather than tracking absolute values of SLP and Z500, we track their anomalies that are derived in 
three steps. First, we smooth the original field with a uniform square filter with a length of 100 km. This removes 
small-scale noise and local orographic effects from the SLP and Z500 field. Second, we calculate the background 
environment in which cyclones exist. For this, we use a uniform square filter with a side length of 3,000 km and 
a temporal extent of 78 hr. In the third and final step, we calculate SLP and Z500 anomalies by subtracting the 
background state from the filtered field from step one. Contiguous areas in the anomaly field that are ≤−8 hPa 
for SLP or −80 m for Z500 and exist for more than 12 hr are identified as cyclones.

Using the anomaly field for tracking cyclones rather than the absolute SLP/Z500 field has the benefit of being able to 
track cyclones at lower latitudes that are typically not very deep, but can be very impactful. Figure 2b shows a repre-
sentative example of a very slow-moving mid-level cyclone that formed in July 2021 over northeast North America 
and tracked all the way to central Europe causing major flooding in the United Kingdom, western Germany, and 
neighboring Netherlands, Belgium, and Luxembourg. Note that no surface cyclone was detected in this case.

Figure 1. Example for merging and tracking of surface cyclones over eastern North America. Cyclone number 111 (red) and 110 (blue) collided on 2 February 2020 
(a) resulting in the termination of the smaller cyclone (110, (b)). 6 hr later, cyclone 111 splits into two cyclones resulting in the genesis of a new cyclone (123, (c)). 
Dotted lines show the track of each cyclone. Cyclone 111 ends over Hudson Bay and cyclone 123 moves over Greenland and enters the Arctic Ocean (d).
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Anticyclones can also be detected in the SLP anomaly field. We define anticyclones as contiguous areas of SLP 
anomalies ≥6 hPa that exist for at least 12 hr. The settings for calculating SLP/Z500 anomaly fields and the 
cyclone and anticyclone anomaly thresholds are based on sensitivity tests and comparisons to existing cyclone 
tracking studies (not shown).

Figure 2. Involved features during the Central European floods in 2021 (a), Southern Chile in 2019 (b), heavy tropical 
precipitation in July 2019 (c), (f), monsoonal extreme precipitation in July 2015 (d), and extreme rainfall embedded in the 
Meiyu Front in June 2015 (e). Colored-filled contours show hourly GPM-IMERG precipitation and gray contours show 
GPM_MERGIR brightness temperatures. Contours show integrated vapor transport streams (red), cold cloud tops (gray), 
surface cyclones (black), 500 hPa cyclones (dashed black), anticyclones (orange), frontal zones (light purple), mesoscale 
convective systems (green), and jet streams (dark purple). Additionally shown are the track of surface (black solid lines) and 
500 hPa cyclones (dashed black line). The white circle in panels (a)–(e) indicated the 1,000 km search radius that is used 
to associate phenomena to extreme rainfall events. Panel (f) shows a Hovmöller diagram for zonally average precipitation 
around the equator (±20°; black contours) including the location of equatorial Rossby waves (dark brown), equatorial mixed 
Rossby gravity waves (medium brown), inertia gravity waves (light brown), Kelvin waves (light blue), and eastward inertia 
gravity waves (dark blue). The black horizontal lines indicate the region that is shown in (c) and the red vertical line shows 
the corresponding time.
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2.2.4. Cut-Off Lows (COLs)

A COL is a cold low-pressure system that occurs in mid-latitudes and sometimes even in subtropical latitudes. 
COLs occur when polar air is separated from the main belt of low-pressure and cold air. Initially a trough in the 
upper-air flow, a COL forms a closed circulation extending to the surface. COLs can be flood-producing due to 
their slow movement speed causing stationary rainfall over a long duration (Hsieh, 1949).

We follow the COL detection algorithm by Muñoz et al. (2020) and assess if mid-level cyclones fulfill all of the 
following criteria:

•  At least 75% of the grid cell in a 350 km ring around the cyclone center (minimum Z500 location) must have 
10 m higher Z500 values than the center of the cyclone. The ring thickness is ±2 grid spacing around the 
350 km radius.

•  There must be eastward flow in at least one grid point that extends from the center of the COL pole-ward 
(including grid points within the extent of the mid-level cyclone object). We decided to use wind speed at 
the 200 hPa for this criterion, which is also used for jet stream detection (see Section 2.2.6), to minimize the 
number of necessary input variables.

•  A frontal zone must exist eastward of the center of the COL. We use fronts as defined in Section 2.2.7.

Muñoz et al. (2020) used an additional fourth criterion that checks for cold cores and a thickness ridge eastward 
of the low. We neglected this criterion to reduce the number of input variables needed for the analysis.

Feature Intensity thresholds Temporal Spatial/Area Additional criteria Breakup

Surface Cyclones Panom ≤ −8 hPa 12-hr yes

Mid-level Cyclones Z500anom ≤ −80 m 12-hr yes

COL must be a mid-level cyclone; must be local 
minimum; eastward flow pole-ward of cyclone 

center; front east of cyclone center

yes

Tropical Cyclones Pmin ≤ 995 hPa; Tb ≤ 241 K; warm core 
T850 ≥ 0°C; mean T850 hPa ≥ 285 K

max. lat genesis ≤ ±35°; 
max. lat  ≤  ±65°

no

Anticyclones Panom  ≥ 6 hPa 12-hr yes

IVT Streams MSmin ≥ 0.13 g/g × m/s 9-hr AIVT ≥ 100,000 km 2 yes

Jet UV200anom ≤ 22 m s −1 24-hr yes

ARs IVT ≥ 500 kg/ms 9-hr min. length  ≥ 2,000 km; 
length/width  ≥ 2; 

lat. centroid  ≥ ±20°

yes

Mesoscale Convective 
Systems

max. PR ≥ 3 mm/hr; Tb ≤ 241 K; min Tb ≤ 225 K 3-hr APR≥2 mm/h ≥ 2,500 km 2;  
A Tb ≥ 241 K ≥ 40,000 km 2

no

Fronts AFR ≥ 50,000 km 2 lat.  ≥ ±10° no

Kelvin waves WK-filtered wave amplitude >0.1 48-hr ±20° yes

Rossby waves WK-filtered wave amplitude >0.05 48-hr ±20° yes

Mixed Rossby-gravity 
waves

WK-filtered wave amplitude >0.05 48-hr ±20° yes

Eastward inertia gravity 
waves (n ≤ 0)

WK-filtered wave amplitude >0.1 48-hr ±20° yes

Inertia gravity waves WK-filtered wave amplitude >0.2 48-hr ±20° yes

Note. The following acronyms are used in the table: pressure (P), moisture stream (MS), integrated vapor transport (IVT), brightness temperature (Tb), temperature 
(T), area (A), 500 hPa geopotential height (Z500), and 200 hPa wind speed (UV200). WK-filtered waves refer to the filtering described in Wheeler and Kiladis (1999).

Table 1 
Criteria Used for Feature Classification
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2.2.5. Tropical Cyclone (TCs)

TCs are a sub-set of surface cyclones, we use additional criteria to differentiate TCs from other cyclones. We 
optimized these criteria based on a comparison to IBTrACS observations (not shown) (Knapp et al., 2010). These 
criteria are:

•  The cyclone minimum SLP must be ≤995 hPa. This ensures that cyclones are sufficiently strong to be consid-
ered a TC.

•  The TC genesis must be equator-ward of ±35° latitude.
•  TC cannot exist pole-ward of ±60° latitude.
•  The TC core must be warmer than the average 850 hPa temperature within the cyclone object. This ensures 

that the TC has a warm core. Optimally, temperatures at higher atmospheric levels should be used to assess 
the warm core structure of TCs (4–8 km height (Stern & Nolan, 2012)). Using the 850 hPa temperature is a 
compromise since we use this field for detecting frontal zones and want to minimize the number of necessary 
algorithm input variables.

•  The minimum temperature within the TC at 850 hPa has to be ≥285 K.
•  The mean cloud shield brightness temperature (Tb) over the TC object must be ≤241 K. This helps to elimi-

nate cyclones that do not produce deep convection.

2.2.6. Jet Streams

Various methods have been used to identify jet streams (Bals-Elsholz et al., 2001; Manney et al., 2011; Strong & 
Davis, 2006, 2007). Frequently jets are classified by analyzing wind speeds between 400 and 100 hPa for areas 
that exceed ∼30 m s −1. We decided to use the same approach as described above for identifying cyclones and 
rather use wind speed anomalies than absolute wind speeds to identify jets. This has the benefit of being able to 
identify regions with high winds speeds relative to the background flow but generally seems to lead to similar 
results. We define jet stream as large-scale features that exceed wind speed anomalies of 22 m s −1 at the 200 hPa 
level over a period of 24 hr. We chose the comparatively lower threshold of 22 m s −1 compared to ∼30 m s −1 
since we are analyzing anomaly fields. The requirement of having jet streams last for longer than 24 hr eliminates 
small-scale objects since the size and duration of objects are positively correlated.

The anomalies are calculated by filtering the 200 hPa wind speed with a 500 km side length uniform filter to 
remove small-scale variability. Next, the wind background state is calculated by filtering the 200 hPa wind speed 
with a uniform filter with a side length of 5,000 km over a temporal scale of 78 hr. The anomaly field is the differ-
ence between the smoothed field and the background field.

2.2.7. Atmospheric Fronts

We use the algorithm proposed by Parfitt et al. (2017) for detecting frontal zones. The frontal variable (F*) is 
calculated as:

𝐹𝐹 ∗ = 𝜁𝜁𝑝𝑝|∇(𝑇𝑇𝑝𝑝)|, (1)

where T is the air temperature at a pressure surface (p; here 850 hPa) and ζp is the curl of the wind vector that is 
normal to the pressure surface. Next, we calculate the non-dimensional and normalized frontal diagnostic F as:

𝐹𝐹 =
𝐹𝐹 ∗

𝑓𝑓 |∇𝑇𝑇 |0
, (2)

where f is the Coriolis parameter at the corresponding latitude and |∇T |0 = 0.45 K /100 km. Fronts are identified 
in grid cells where F > 1. An example of frontal zones is shown in light purple contours in Figure 2e over South-
east Asia (SEA) and the adjacent Pacific. A caveat in using this frontal definition is that grid cells close to the 
equator can not be analyzed since f becomes zero. Additionally, orographic effects on temperature and wind speed 
frequently introduce stationary fronts over mountain regions (e.g., see Figure 2b), which complicates the analysis 
of fronts over areas with steep orographic gradients. We decided to only identify but not track frontal zones since 
the hourly input data from ERA5 is typically too coarse to connect thin and often fast-moving frontal zones in time.

2.2.8. Mesoscale Convective Systems (MCSs)

We track mesoscale ice clouds by masking all grid cells with hourly regridded brightness temperatures with less 
than or equal to 241 K. We remove all features that do not have cloud shields ≥40,000 km 2 for more than 4 hr. 
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Additionally, MCSs must feature overshooting tops, which are identified as brightness temperatures less than 
215 K, peak precipitation intensities of more than 15 mm hr −1, and a minimum precipitation area of 5,000 km 2 
at least once in their lifetime. This or similar thresholds are widely used in identifying MCSs (Feng et al., 2021; 
Maddox, 1980; A. Prein et al., 2021).

2.2.9. Atmospheric Rivers (ARs)

We use IVT to identify AR objects. ARs must have IVT values of at least 500 kg m −1 s −1 and last at least 9-hr. 
We decided to use a rather high 500 kg m −1 s −1 threshold since previous work has shown that it results in more 
reliable results when applied globally (Reid et al., 2020). All objects that fulfill this criterion are called IVT 
streams. To classify as an AR, IVT streams must be at least 2,000 km long and must be at least twice as long as 
wide (Guan & Waliser, 2015; Neiman et al., 2008; Reid et al., 2020; Rutz et al., 2014). Additionally, we demand 
that the centroid of an AR is poleward of 20°, which helps to eliminate persistent objects in the tropics (e.g., 
monsoonal circulations) that would otherwise classify as ARs.

2.2.10. Equatorial Waves

Equatorial waves are types of atmospheric and oceanic waves that are primarily observed in the tropical regions 
near the equator (Krishnamurti et al., 2013). These waves are driven by various factors, including the Earth's 
rotation, interactions between the atmosphere and the ocean, and changes in temperature and pressure. Equatorial 
waves can be classified into several types based on their characteristics and the mechanisms that drive them. We 
identify the following equatorial waves:

•  Atmospheric Kelvin waves are vertical oscillations of temperature and wind patterns that propagate east-
ward along the equator, influencing tropical weather and atmospheric circulation and are involved in the 
Madden-Julian Oscillation (MJO).

•  Mixed Rossby-gravity waves occur when RW and gravity waves interact with each other. They are often initi-
ated by convective activity, TC, or topographic features. They exhibit both eastward and westward propagation 
like RW, but they also possess vertical velocities associated with gravity waves.

•  Eastward inertia gravity waves (EIG0) are a combination of inertia waves, or Kelvin waves, and gravity waves. 
They propagate eastward along the equator, similar to inertia waves, and do not have any meridional nodes. 
They do not exhibit vertical motion and represent the simplest form of inertia-gravity waves.

•  IGWs, in contrast to EIG0, have one or more meridional nodes, meaning there are regions in the wave where 
the air motion changes from upward to downward or vice versa. This vertical motion is often associated with 
the vertical displacement of air parcels due to convection.

•  Equatorial RW are primarily caused by the conservation of potential vorticity. They move westward in the 
equatorial regions and are important for tropical (Chatterjee & Goswami, 2004) and global climate patterns 
for instance through they interact with the MJO (Masunaga et al., 2006). They typically have larger amplitudes 
and lower frequencies and long wavelengths than IGWs or mixed Rossby-gravity waves (Kiladis et al., 2009) 
often contribute to heavy rainfall events in the tropics and subtropics through the multi-scale interaction 
(Fujinami et al., 2014, 2017).

We identify equatorial waves by filtering in the Wheeler-Kiladis wavenumber-frequency domain (Kiladis 
et al., 2009; Wheeler & Kiladis, 1999; Wheeler et al., 2000). The GPM-IMERG hourly precipitation data ±20° 
north and south of the equator (Kiladis et al., 2009; Masunaga, 2007) are space-time bandpass filtered at each 
point, following the method described by Wheeler and Kiladis (1999). Prior to filtering, the data are detrended 
and tapered using cos20 tapering (Harris, 1978). Subsequently, a 2-dimensional Fast Fourier Transform is applied 
for filtering. We use a Python implementation of the Wheeler-Kiladis method based on Miyachi  (2012) and 
threshold the wave field to identify wave peaks and track them as objects (see Table 1). Equatorial wave objects 
must exist for at least 48 hr to be considered in our analyses.

3. Results
3.1. Case Studies of Interacting Phenomena During Extreme Precipitation Events

We illustrate MOAAP's multi-feature identification approach by showing the atmospheric conditions of five 
recent extreme precipitation events starting with the central European floods in July 2021 (Figure 2a). The domi-
nant feature is a COL (mid-level cyclone) over central Europe that initiated over northeastern North America, 
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detached from the general circulation North of Europe, and propagated very slowly over Central Europe. This 
COL triggered large-scale rainfall with embedded deep convection that caused major flooding. Note that no 
surface cyclone was detected during this event. Figure 2b shows an AR event in June 2019 that caused major 
flooding in southern Chile. The AR is co-located with the jet stream, a surface and mid-level cyclone in the 
South, and an anticyclone in the North. The co-occurrence of pole-ward cyclonic and equator-ward anticyclonic 
circulation is a common feature in extreme precipitation-producing ARs, as we will show later since this setup is 
enhancing the eastward moisture flux. A large cluster of MCSs contributed to extreme rainfall in the equatorial 
Indian Ocean in July 2019 (Figure 2c). This MCS cluster was organized by the interaction of multiple equatorial 
waves (Figure 2f). Figure 2d shows a stationary monsoonal low-pressure system (surface cyclone) over the north-
ern Bay of Bengal in July 2015 that caused heavy rainfall over a period of multiple days. The cyclone wrapped 
itself with very moist air visible as a moisture stream object (red contours) and is collocated with an MCS (green 
contours). The last example shows a heavy precipitation episode caused by the Meiyu/Baiu front in SEA. The 
front is identified as an elongated object (light purple contours) that is on the northern edge of an AR and south 
of the Jet stream (purple contours). Multiple MCSs are embedded in the large-scale system.

3.2. Scale Analysis of Atmospheric Phenomena

Scale diagrams that visualize the time and spatial scale of various atmospheric phenomena, such as shown in 
Kotamarthi et al. (2016) (see Figure 7), are useful to understand the spatiotemporal characteristics of motions 
in the atmosphere. Such diagrams are typically based on expert knowledge. Figure 3 shows a fully data-driven 
version of a scale diagram based on the tracking results in this study. We can sample meso-alpha to macro-alpha 
scales (Orlanski, 1975) and hours to weeks since ERA5 has a horizontal grid spacing of ∼30 km, hourly output, 
and we are tracking phenomena 1 month at a time, meaning that phenomena that life from 1 month to the next are 
split into two. While this increases the frequency of phenomena and reduces their duration, it has little effect on 
the overall statistics since most phenomena live much shorter than a month. We calculate the length scale of each 
phenomenon from its area by assuming circular shapes. MCSs have an average lifetime of less than a day and an 
average length of ∼250 km the smallest phenomena that we track while jets are with >1,000 km and ∼3 days the 
largest and longest-lived. Cyclones and anticyclones occupy a wide range of length scales with anticyclones typi-
cally being shorter-lived than cyclones. Large cyclones and anticyclones often occur in mid-latitudes while  their 
polar counterparts are typically smaller (not shown). TCs have similar average lifetimes as surface and mid-level 
cyclones. Equatorial waves, particularly RW, are the longest-lived phenomena that we are tracking and typically 
last for several days and move the slowest (are shifted toward the top left corner of the diagram). There is a 
tendency for larger objects to be longer-lived. Generally, these results agree with expectations but the significant 
amount of overlap between the spatiotemporal space that different phenomena occupy is often misrepresented in 
existing scale diagrams.

3.3. Climatology of Atmospheric Phenomena

Figure 4 shows the climatological frequency of phenomena. These frequencies represent the average number of 
days that a grid cell is occupied by a phenomenon. Note that this is not the track density but incorporates the 
phenomenon's spatial extent and duration.

Surface cyclones feature a global hot spot of up to 200 days per year in the Southern Ocean around 60°S and 
120°E (Figure 4a). The northern hemisphere features the well-known storm tracks in the North Pacific and North 
Atlantic. The spatial pattern of cyclone frequencies agrees well with previous studies (Neu et al., 2013; Ullrich & 
Zarzycki, 2017) but the absolute values are difficult to compare since most studies present track densities instead 
of phenomenon frequencies. We believe showing the latter is more informative since it better represents the 
impact of a phenomenon on an area that can extend large distances from its center. Also, monsoon low-pressure 
systems seem reasonably well captured (Hurley & Boos, 2015). Mid-level cyclone frequencies feature similar 
spatial patterns to their surface counterparts (Figure 4b) but have a more smooth transition from land to ocean 
regions (e.g., northeast Atlantic). COLs (Figure 4c) that are a subset of mid-level cyclones have similar frequency 
patterns but show a secondary maximum over the Iberian Peninsula and the Western Mediterranean in agreement 
with Muñoz et al. (2020). TCs occur over sub-tropical and mid-latitude ocean regions with a global hotspot in 
the west Pacific (Figure 4d). Our algorithm erroneously picks up TCs in the South Atlantic, which is similar to 
Ullrich et al. (2021) and might partly be related to using ERA5 data for TC identification.
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Anticyclones feature maxima north and south of the area of maximum cyclone frequency in both hemispheres 
(Figure 4c). There is also a high frequency of anticyclones over Antarctica. In the northern hemisphere, anticy-
clone frequencies have a local maximum over the eastern Pacific and Atlantic basin and the Beaufort Sea. Further 
hotspots exist over central Asia, Greenland, and Antarctica that should be interpreted with caution since they are 
partly a result of interpolating surface pressure to sea level. These frequency patterns agree well with previously 
published data (Pepler et al., 2019).

Peak jet frequencies occur over SEA and the northwest Pacific with a secondary maximum over the southwest 
Pacific. Both of these regions have largely zonal oriented jets while the hot spot regions in the Atlantic feature 
jets that are orientated equator to pole-ward from west to east. These results agree well with previous jet stream 
climatologies (Koch et al., 2006; Pena-Ortiz et al., 2013).

Our front detection algorithm frequently identifies stationary fronts over regions with steep topography 
(Figure 2b). Therefore, we decided to mask grid cells that have larger than 25 m average orographic gradients 
compared to their nine sour-rounding grid cells. Regions with the highest frontal activity are close to the east 
coasts in northern mid-latitudes. Prominent is the area of the Meiyu/Baiu front in SEA and the northeastern 

Figure 3. Characteristic feature horizontal length scale (x-axis) and time scale (y-axis) for cyclones (black), anticyclones (orange), mesoscale convective systems 
(green), atmospheric rivers (red), jets (purple), and westward (brown) and eastward propagating equatorial waves (blue). The contours show 2-dimensional Gaussian 
kernel density estimates with a bandwidth of 0.4 that was applied to the logarithm of the data. The box-whisker plots show the median (white dot), interquartile range 
(boxes), 5th to 95th percentile (whiskers), and maximum and minimum (colored circles). Data from 2015 to 2020 is shown. Adding more years does not significantly 
alter the results.
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Pacific. No prominent hotspots are visible over the southern hemisphere except for subtropical areas west of 
South America and Africa and coastal regions around Antarctica. Frontal statistics in the latter are likely affected 
by strong land-ocean and orographic gradients. These general patterns agree well with results shown in Berry 
et al. (2011) and Parfitt et al. (2017) except for the hotspots in the subtropical southern Pacific and Atlantic.

AR frequencies show maxima over all mid-latitude ocean basins (Figure 4h), and have a characteristic diagonal 
orientation (equator-ward in the west and pole-ward in the east) that is associated with hot spots in cyclones and 
anticyclones. ARs occur most frequently between these two hot spot regions, which agrees well with previous 
research (DeFlorio et al., 2019).

MCSs are most common in the Intertropical Convergence Zone (ITCZ), particularly over the warm pool region, 
over the Amazon basin, and the Congo basin (Figure 4i). In mid-latitudes, the La Plata basin, the Southeastern 

Figure 4. Average annual frequency of surface cyclones (a), mid-level cyclones (b), cut-off lows (c), Tropical Cyclone (d), 
anticyclones (e), jets (f), fronts (g), atmospheric rivers (h), mesoscale convective systems (i), equatorial Rossby waves (j), 
Kelvin waves (k), mixed Rossby gravity waves (l), inertia gravity waves (IGWs) (m), and eastward inertia gravity waves (n).
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U.S., and the North Atlantic and North Pacific storm track region feature the 
highest activities in agreement with Feng et al. (2021).

We track equatorial waves in a latitudinal band of ±20° and find that Kelvin 
waves are the least frequent while equatorial RW are the most frequent. Gener-
ally, equatorial waves are most frequent in the warmpool region and the west 
Pacific with a band of high frequencies expanding in the northern-eastern 
equatorial Pacific (Figures 4j–4n).

Figure 5 shows the climatological peak month of phenomena frequencies. 
It is important to notice that some phenomena have double-peaked annual 
frequencies, which contributes to some of the spatial variability in Figure 5.

Surface and mid-level cyclones, as well as COL frequencies typically peak in 
winter meaning during December, January, and February (DJF) in the north-
ern hemisphere and June, July, and August (JJA) in the southern hemisphere 
(Figure 5a–5c). However, there are some noticeable exceptions such as an 
April peak of surface cyclones in the western and central U.S. or in north-
east Asia. Seasonalities are similar between surface and mid-level cyclones 
but regional differences exist such as along the U.S. West Coast (mid-level 
cyclones peak 3  months later) or South Africa (surface cyclones peak in 
summer while mid-level cyclones peak in winter). The seasonal peak months 
of TCs are in late summer and early fall in both hemispheres (Figure 5l). 
An equator-ward migration of anticyclonic activity during JJA is visible in 
the southern hemisphere (Figure 5e), which is not as obvious in the north-
ern hemisphere. However, jet streams show a pole-ward migration in both 
hemispheres during summer (Figure 5f). Unsurprisingly, fronts have similar 
peak months as surface cyclones in most regions although the spatial patterns 
are more noisy (Figure 5g). ARs reach their peak frequency during January, 
February, and March (JFM) in most areas of the southern hemisphere while 
a clear seasonal progression is visible in the north-east Pacific and north-
east Atlantic (Figure 5h). Here, northern regions have a late summer peak 
changing to a winter peak in southern regions. The different mechanisms 
that cause MCSs are visible in their seasonality (Figure 5i). MCS frequen-
cies in the tropics feature the northward and southward propagation of the 
ITCZ. Mid-latitude ocean regions frequently feature winter-time maxima 
while mid-latitude land areas deviate from this pattern and show spring and 
summer peak frequencies. All equatorial waves have similar peak months and 
their peak frequencies migrate from south to north between March to August 
around most of the equator while November to February maxima are partly 

found over the Maritime Continent likely related to the seasonal maxima of the MJO occurrence at this time (Lu 
& Hsu, 2017) (Figures 5j–5n).

3.4. Phenomena Contribution to Mean and Heavy Precipitation

Here, we discuss the fractional contribution of each phenomenon's precipitation to total annual precipitation 
(Figure 6) and how frequently each phenomenon contributes to the top 99th percentile hourly precipitation events 
at each grid cell (Figure 7). The 99th percentile of hourly rainfall is exceeded ∼88 times a year. We incorporate 
the precipitation within each object's extent and the precipitation under mesoscale ice cloud shields that intersect 
with the phenomenon. For example, for TCs we account for the precipitation in the area of the low-pressure 
anomaly and the precipitation in the adjacent ice cloud shield (brightness temperatures lower than 241 K).

The Northwest Atlantic is a global hotspot for precipitation from surface cyclones, with more than 50% of annual 
rainfall associated with surface cyclones (Figure 6a). Total fractions are smaller for mid-level cyclones except for 
the Mediterranean region and the northeast Pacific (Figure 6b). COLs and TCs (Figures 6c and 6d) have minor 
contributions to total rainfall and reach regional peak values of 20%–30%. Our estimates of TC contributions to 

Figure 5. Similar to Figure 4 but showing the month with peak feature 
frequencies. The hatched areas show regions where features are less frequent 
than once in 4 years.

 23284277, 2023, 11, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2023E

F003534 by N
orce - N

orw
egian R

esearch C
entre, W

iley O
nline L

ibrary on [23/11/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



Earth’s Future

PREIN ET AL.

10.1029/2023EF003534

13 of 22

total rainfall are smaller than in previous studies—for example, by Rodgers et al. (2001) or Jiang and Zipser (2010) 
(compare to their Figure 5d). This is because we systematically under-count TC frequencies in areas that Jiang 
and Zipser (2010) identified as hot spots such as the Northeast and Northwest Pacific (see Figure 8), and second, 
rather than using a fixed radius around the center of a TC (typically ∼500 km is used), we account for precipi-
tation in the TC object (low-pressure anomaly and precipitation underneath the TC cloud shield. The latter will 
result in not accounting for TC precipitation in remote cloud bands that are not directly connected to the system.

We commonly do not associate anticyclones with precipitation and this is true for their core regions but precip-
itation frequently originates across their pole-ward flanks such as shown for the land-falling AR in Figure 2b. 
This most often happens in the South Atlantic where some regions experience more than 40% of their annual 
rainfalls in the vicinity of anticyclones (Figure 6a). In the northern hemisphere, the Karakoram region is the hot 

Figure 6. Fraction of precipitation from surface cyclones (a), mid-level cyclones (b), cut-off lows (c), Tropical Cyclone (d), 
anticyclones (e), jets (f), atmospheric rivers (g), mesoscale convective systems (h), equatorial Rossby waves (i), eastward 
inertia gravity waves (j), Kelvin waves (k), mixed Rossby gravity waves (l), and inertia gravity waves (m).
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spot for precipitation under anticyclonic influence, which is related to the frequently detected anticyclones over 
steep topography partly originating from extrapolating surface pressure from high altitudes to mean sea level.

Jets frequently contribute more than 40% to total precipitation in mid-latitude ocean basins with local maxima 
exceeding 50% in the Northwest Pacific including Japan and the La Plata basin in South America (Figure 6f). ARs 
precipitation fractions are also highest in mid-latitude ocean basins with contributions frequently exceeding 50% 
(Figure 6g). MCSs contribute the majority of precipitation in the tropics and some mid-latitude land regions such 
as Southeast South America and the Central U.S., which is in good agreement with published literature (Feng 
et al., 2021; Nesbitt et al., 2006) (Figure 6h). Equatorial Rossby, Kelvin, and MRGs contribute more than 50% to 
total rainfall over large parts of the tropical oceans while contributions from IGWs are smallest (Figures 6i–6l). 
It is important to note that we identify equatorial waves by using precipitation meaning that it should not be 
surprising that they substantially contribute to tropical rainfall. A stark land-sea contrast in precipitation fractions 
is visible in the entire tropics with lower fractional contributions over land than over ocean regions. This might be 

Figure 7. Similar as Figure 6 but showing the fraction of events that exceed the hourly 99th percentile precipitation from 
each phenomenon. We apply a Gaussian spatial filter with a standard deviation of one to reduce small-scale variability.
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related to the stronger diurnal heating over land causing larger precipitation fractions from local-scale processes 
compared to ocean regions but more research is needed to understand the exact drivers of the land-sea contrasts.

MCSs dominate heavy hourly precipitation statistics in all regions where they occur (Figure 7h). Contributions 
exceeding 80% are found in the tropics, subtropics, the eastern U.S., large parts of Sub-Saharan Africa, South 
America east of the Andes, and China. Equatorial waves are important contributors to heavy hourly rainfall in the 
tropical ocean regions with the highest contributions from equatorial Rossby, Kelvin and MRGs (Figures 7i–7l). 
Equatorial waves are known to contribute to extreme precipitation events in the Asian monsoon region (Fujinami 
et al., 2014, 2017; Kikuchi, 2021; Wang et al., 2006). High fractions of heavy hourly precipitation are related to 
surface cyclones, jets, and ARS in mid-latitudes (Figures 7a, 7b, 7f, and 7g). Our results agree well with previ-
ous analyses and highlight similar hot spot regions of extreme precipitation contributions from ARs (Waliser & 
Guan, 2017). Heavy precipitation contributions from COLs (Figure 7c) and TCs (Figure 7d) have both peaks of 
more than 40% in the Northwest Pacific. The overall low contribution of COL and TCs to heavy hourly rainfall 
is predominantly due to their rarity and their relative contribution to extremes is higher when investigating rarer 
(more intense) extreme precipitation events as we will show later. Anticyclones play an important role in heavy 
rainfall production in mid-latitude ocean basins, particularly in the South Atlantic and parts of the South Indian 
Ocean but also in northern hemispheric coastal regions including the northwest and northeast of North Amer-
ica and the British Isles (Figure 7e). This is in line with recent research that found clear relationships between 
heatwaves—typically caused by anticyclonic circulation—and hourly rainfall extremes at gauges in mid-latitude 
regions (Sauter, Fowler, et al., 2023; Sauter, White, et al., 2023).

3.5. Phenomena Related to Extreme Precipitation Events

Next, we investigate what phenomena are present in a 1,000 km radius around the top 100 heaviest hourly precip-
itation events in each IPCC AR6 region (Iturbide et al., 2020). Each event has to be at least 3 days apart to reduce 
the effect of dependent events in our analysis. Three days are chosen based on an autocorrelation analysis of 
precipitating events in each sub-region. Note that this method results in selecting much rarer events compared to 
using the 99th percentile of hourly rainfall in each grid cell used in the previous section. The 1,000 km radius is 
shown as white circles in Figure 2.

Figure 9 shows that interactions between phenomena during extreme hourly precipitation events are the norm 
and not the exception in most regions. For instance, the Eastern North America (ENA) region gets all of its top 
100 hourly extreme rainfall events from MCSs, 70% of them are near a front, ∼60% are influenced by the jet, 
∼50% are in the vicinity of a surface cyclone (∼10% of them are TCs), 40% are close to a mid-level cyclone 
(∼30% of them are COL), and ∼40% are near an anticyclone or AR. Most tropical regions get the majority of 
their extreme hourly precipitation events from MCSs that are often embedded in equatorial waves, while cyclones 

Figure 8. Tropical Cyclone (TC) tracks from the IBTrACS World Meteorological Organization (WMO) (red) and our results from tracking TCs in European Center 
for Medium-Range Weather Forecasts (black) over the period 2001–2020 (left). Only category one or stronger tropical cyclones on the Saffir-Simpson scale are shown. 
The annual frequency of TCs in each major ocean basin is shown on the right. Box-whisker statistics show the inter-annual variability.
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become dominant in higher latitudes. ARs are major contributors to hourly extreme precipitation events on the 
west coast of North America (WNA and NWN region; Waliser and Guan (2017)) northern Europe (NEU; Lavers 
and Villarini (2013)), southern South America (SSA; Viale et al. (2018)), New Zealand (NZ; Reid et al. (2021)), 
and the south Atlantic Ocean. Noteworthy is the frequent presence of anticyclones in the vicinity of extreme 
precipitation in mid and high latitudes, which is in line with Sauter, Fowler, et al. (2023). We find similar results 
when considering the top 100 daily extreme precipitation events (see Figure S1 in Supporting Information S1). 
The most noteworthy difference is the larger contribution of cyclones in producing mid-latitude daily precipita-
tion extremes. For instance, surface cyclones are associated with hourly precipitation extremes ∼40% of the time 
while this ratio is more than 90% for daily extremes in the ENA region. These differences are likely caused by the 
increasing importance of rainfall duration for daily extreme events compared to hourly extremes. Slow-moving 
cyclones can support the production of heavy rainfall over long periods of time.

The contribution of atmospheric phenomena to extreme precipitation is a function of the rarity of extreme events. 
Figure 10 shows the relative contribution of each phenomenon to extreme hourly precipitation as a function of 
event intensity (e.g., the 10th event includes the top 10 most intense precipitation events). For instance, in South 
Eastern South America surface and mid-level cyclones (many of them are COLs) become increasingly important 
with event intensity/rarity while the co-location of jet streams becomes less important. In Northern Australia, 
SEA, and ENA TCs are gaining in importance with increasing event rarity. Figure S2 in Supporting Informa-
tion S1 shows the same statistics for daily precipitation extremes. While differences depend on the region, there 
is a tendency for stronger cyclonic influence during the rarest daily extreme events compared to hourly events in 
many regions.

Figure 9. Frequency of features in the vicinity (1,000 km radius) of extreme precipitation events in IPCC AR6 regions. We consider the 100 most extreme hourly 
precipitation events in each region based on GPM-IMERG precipitation. Blue hexagons indicate ocean regions and gray hexagons do not contain GPM-IMERG 
precipitation data. The location of each region is shown in the map-inlet in the lower right corner (from Iturbide et al. (2020)). Shown are surface cyclones (CYs), 
mid-level cyclones (CYZs), cut-off lows, tropical cyclones (TCs), anticyclones (ACs), atmospheric rivers (ARs), mesoscale convective systems, fronts (FRs), jets 
(JETs), equatorial Rossby waves, Kelvin waves (Kelvin), mixed Rossby gravity waves, inertia gravity waves (IGWs), and eastward inertia gravity waves (EIG0).
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To better understand which phenomena combinations are interacting during extreme precipitation events we 
show the frequency of phenomena co-occurrences in Figure 11. The more colors there are in each panel the more 
phenomena interactions exist. There are two dominant patterns emerging. Interactions between phenomena in 
the top half of the triangle that are predominant in the extratropics (jets, fronts, MCSs, ARs, anticyclones, COLs, 
surface-, and mid-level cyclones; TC interactions are typically infrequent) and interactions of phenomena in the 
right half of the triangle that are predominant in the tropics (MCSs, fronts, and equatorial waves; jet interactions 
are infrequent here). Interactions between equatorial waves and cyclones, which appear in the lower-left corner of 
the triangles, are happening infrequently. Extreme precipitation events that are purely caused by a single phenom-
enon (top cells in each row) are very rare partly because some of the investigated phenomena are physically 
connected (e.g., fronts in cyclones). In the tropics, interactions of MCSs with equatorial waves are very common, 
which is not surprising since MCSs can be triggered by and can amplify equatorial waves (Mathon et al., 2002; 
Zuluaga & Houze, 2013). In mid-latitudes AR-related extreme precipitation events are frequently co-occurring 
with a pair of CY and anticyclones as visible in the example in Figure 2b. Generally, the combined occurrence 
of CY and anticyclones is a common feature in many mid-latitude regions during extreme events. Results for 
daily extreme events are similar (Figure S3 in Supporting Information S1) with the most noticeable differences 
in mid-latitudes where interactions with cyclones increase in importance, and in northern high-latitudes where 
phenomena interactions decrease. Cyclone and anticyclone couples are more common in hourly extreme precip-
itation events in northwestern North America and NEU compared to daily extreme events.

4. Summary and Discussion
In this study, we present the MOAAP algorithm that identifies and tracks surface-, mid-level, and TC, COLs, 
anticyclones, ARs, jets, MCSs, frontal zones, and four types of equatorial waves. We apply MOAAP to data from 
2001 to 2020 to better understand how these features are related to mean and extreme precipitation on a global 
scale. The main advantage of using a multi-feature-based approach compared to single-feature-based methods 
that are most common in the existing literature is that it allows us to study interactions between phenomena in 
extreme precipitation-producing environments. Such interactions are known to be important (Barlow et al., 2019) 
but are understudied.

Figure 10. As Figure 9 but showing the percent contribution (vertical axis) of atmospheric features dependent on the intensity of the extreme precipitation events with 
the rarest event on the left and all of the 100 most extreme precipitation events on the right.
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Many approaches exist in the published literature to identify and track individual phenomena such as TC, 
cyclones, or ARs. Where available, we established methods to maximize the quality of the phenomenon classi-
fication by simultaneously minimizing the amount of needed input data. We only use variables that are widely 
available standard model outputs. The main results and conclusions from this study are:

•  Extreme hourly and daily precipitation events are typically caused by multiple atmospheric phenomena that 
interact on different scales and maximize local precipitation rates. This is intuitive since the need for the align-
ment and interaction of multiple phenomena is the prime reason why those events are rare and agrees with 
previous studies over North America (Barlow et al., 2019) and the Himalayas. Therefore, associating extreme 
precipitation events to a single atmospheric process can be misleading and often oversimplifies the multi-scale 
interactions involved. It is also important to note that the investigated phenomena are not physically or statis-
tically independent of each other (e.g., cyclones typically have frontal zones).

•  MCSs dominate the water cycle in the tropics and continental areas of the sub-tropics such as the Eastern 
U.S., Southeast South America, and parts of Southern Africa in agreement with previous findings (Feng 
et al., 2021; Nesbitt et al., 2006). Hourly and daily precipitation extremes are almost exclusively related to 
MCSs in these regions.

•  TCs are a minor contributor to the global water cycle and are of secondary importance for extreme hourly and 
daily precipitation production. However, this is mainly due to how we define extremes in our analyses and 
TCs might play a much more significant role in extreme statistics when higher-end extremes and longer time 
periods would be considered (e.g., the one-in-a-hundred-year event). The advent of high-resolution climate 
modeling (Haarsma et al., 2016) and particularly km-scale climate modeling (Mahoney et al., 2021; A. F. 
Prein et al., 2015; Stevens et al., 2019) could help to alleviate some of the observational record-length issues 
that limit our understanding of high-impact extreme events.

•  At higher latitudes, pairs of cyclones and anticyclones play an important role in extreme precipitation produc-
tion. The co-occurrence of these two phenomena increases moisture convergence and transport. This is a 

Figure 11. Showing the same data as in Figure 9 but highlighting the co-occurrence of features during extreme precipitation events. The colors in the heatmaps show 
the percent of the time at which features co-occurred. The colors next to the x- and y-axis show the feature as indicated in the legend.
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prime mechanism in regions with strong AR events but also plays an important role in other regions such as 
in central and Northeastern Asia.

•  Interactions between equatorial waves and MCSs are the prime extreme precipitation-producing mechanism 
in the tropics. However, equatorial waves are less important for extreme events over land than over the ocean 
indicating that more local scale effects such as sea breezes, orographic effects, or land-atmosphere coupling 
play an important role.

The findings listed above should be interpreted alongside the following caveats related to our approach.

•  The frontal detection algorithm often identifies fronts over steep topography and coastlines. This leads to an 
overestimation of precipitation related to fronts in these regions. Additionally, hourly model output is typically 
not sufficient to track frontal objects and only allows us to study them as 2D features.

•  The TC tracking algorithm could be improved, particularly in the South Atlantic and South Pacific basins. 
Identifying warm cores at higher tropospheric levels would be beneficial but would increase the input data 
volume.

•  The thresholds to identify phenomena (see Table 1) could be scale dependent and might have to be re-tuned 
particularly when applied to much coarser resolution data (i.e., one degree or larger). The thresholds can be 
easily changed in the MOAAP algorithm to optimize it to various input data sets.

•  IMERG precipitation does not cover high latitudes. Although data is provided on a 0.1° grid the effective reso-
lution of IMERG precipitation can be up to 100 km (Guilloteau & Foufoula-Georgiou, 2020) meaning that 
hourly rainfall rates (particularly extremes) are smoothed. This can result in erroneous detection of extreme 
hourly rainfall events compared to station data and might bias our analysis toward phenomena that create large 
precipitation footprints (e.g., cyclones, MCSs) compared to for example, smaller thunderstorms, that are not 
well captured. Additionally, IMERG has known deficiencies over mountain regions (Bartsotas et al., 2018; 
Huffman, 2019).

Future work will focus on addressing these caveats. Additionally, MOAAP will be applied as a lagrangian evalu-
ation tool to global and regional climate model simulations and to improve our understanding of climate change 
impacts on the occurrence of phenomena, phenomena characteristics, and their relation to mean and extreme 
precipitation. Future work might also focus on adding additional low-frequency phenomena to MOAAP such 
as the MJO, Boreal Summer Intraseasonal Oscillation (Kikuchi, 2021) in the tropics, and quasi-stationary RW 
(Coumou et al., 2014) in the mid-latitudes, which have been shown to correspond to extreme wet and hot events. 
Additionally, identifying smaller-scale convection and phenomena in the land surface or ocean could provide 
further insights into the physical processes contributing to extreme precipitation, particularly concerning inter-
actions in the coupled earth system. Finally, the results from this feature-based analysis could be used to train 
machine learning algorithms, most of which currently rely on labeling features by hand (Kashinath et al., 2021).

Data Availability Statement
ERA-5 reanalysis data can be accessed from the Copernicus Climate Data Store (Copernicus, 2023). The GPM_
MERGIR brightness temperature observations can be downloaded from the NASA server (GPM-MERGIR, 2023) 
and GPM-IMERG precipitation data can also be accessed from NASA (GPM-IMERG, 2023). The MOAAP code 
can be downloaded from GitHub (Prein, 2023a). The multi-phenomenon data set that was created and analyzed 
in this study can be accessed through (Prein, 2023b). An online tutorial that allows users to run the MOAAP 
algorithm interactively can be accessed here (Prein, 2023c).
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