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1 Introduction 
Deliverable D2.1 adds to the main goal of WP2 of the ACT DigiMon project, which is to develop the 

integrated DigiMon system. The key target for WP2 is to optimally integrate various system components 

into a reliable and usable system.  

This deliverable (D2.1) describes the key forward modelling tools of the DigiMon monitoring system. In 

particular, the modelling tools required to simulate the data response for the individual DigiMon system 

components that is; Distributed Acoustic Sensing (DAS), conventional seismic, 4D gravity data, and seafloor 

deformation.  

Focus was put on general usability of modelling activities for monitoring of an offshore CO2 injection site. 

This infers that the models should be complex enough to cover all the essential parameters, but on the 

other hand be fast and light enough to run on currently available hardware.  

The framework described in this deliverable does not focus on detailed modelling for very specific 

processes, e.g. the analysis of the transfer function in DAS measurements. But it does take into account 

the general usability of modelling tools for follow-up activities, like ensemble based inversion and system 

optimization workflows.  

This deliverable results from part of the work defined in task 2.2: “Setting up forward modelling framework 

at selected CCS sites”. In this task we lay the foundations for the modelling frameworks   

Figure 1) to be employed in task 2.4 - “Integrated interpretation and uncertainty quantification”, where it 

is planned to implement individual forward models and couple these to a dynamic flow simulator in an 

ensemble-based inversion framework. Perform Inverse modelling studies with individual and multiple data 

components and task 2.6 - “Optimize the monitoring solution”, where work will be done to optimization 

of the monitoring solution will be based on a Bayesian framework, obtaining information obtained through 

the TRA and SEL analysis for the different system components, combined with a dedicated uncertainty 

quantification of the system components.  



 

 

 

 

Figure 1. Overview of models set up in task 2.2. Dynamic flow modelling (top left) produces various parameters, like 

pressure, saturation, etc, which are used as inputs in seismic, geomechanical and gravity models. 

  



 

 

2 Approach 
We define a modelling framework as a framework of software components that can be used to forward 

model and simulate processes and situations.  

The modelling framework includes seismic, geomechanical modelling and modelling of the gravity 

response. Monitoring the related geophysical parameters like gravity, seismic velocities, ground 

movement, etc. is expected to become part of most monitoring strategies (IEAGHG report 2015-02, Xue, 

2016, Hannis, 2017, Furre, 2019, IEAGHG report: 2020-01, Furre, 2020). A modelling framework including 

these parameters, will enable us to simulate various geophysical responses of a CO2 injection site and will 

allow us to implement the framework in ensemble-based inversion work (not part of this deliverable) in 

the future.  

There are many options when it comes to software and models to simulate the response of CO2 injection 

sites. Already early during the proposal phase of the project, we decided to focus merely on a limited 

number of processes. The selected physical processes were thought to be relevant, cost-efficient to 

monitor and were within reach of our combined expertise.  

These are: 

• Monitoring of the CO2 plume, and pressure build up using micro gravity and ground movement. 

The goal is to expand the applicability of monitoring tools (micro gravity and ground movement) 

for reservoir monitoring. The work is mainly be executed by OCTIO and NORCE. 

• CO2 Saturation using seismic methods. The goal is to validate the applicability of (innovative) 

seismic methods like DAS (located in wells and /or on the surface) for monitoring the CO2 

saturation in and possibly outside the intended storage reservoir. This work is mainly be 

performed by NORCE and TNO. 

• Fault stability during pressure build up via comparison between modelled strain-induced fault slip 

and DAS resolution. This holds a direct link to desired (DAS) receiver geometries and their impact 

on the detection and localization thresholds and magnitude estimation. This work is mainly be 

executed by TNO. 

• Earth model linked to a dynamic flow model(s) and simulations. Although very relevant, we will 

only briefly describe this, as initial information from these models are taken more or less for 

granted, and subsequent workflows are aimed to improve the accuracy of these models (e.g. like 

the ensemble based inversion workflows). 

In the coming sections we describe the models separately, even though part of the strength lies in the 

integration of the models and results.  

2.1 Links to other WP’s 

A lot of seismic modelling work, mostly related to DAS, has already been performed in WP1. Part of this 

work is described in Deliverable 1.3: DAS synthetic dataset and in Baird et al., 2020 and in Vandeweijer et 

al., 2021.  



 

 

In WP1 two popular open source software packages are chosen to model the full seismic response. These 

packages are SW4 (Sjögreen & Petersson, 2012; Petersson & Sjögreen, 2018) and SPECFEM3D (Komatitsch 

& Tromp 1999; Tromp et al. 2008; Peter et al. 2011). Additionally, for simple models analytical and semi 

analytical approaches are used (e.g. ray-theory and wavenumber integration methods). The knowledge 

gathered in WP1 has directly been put to use in the activities of Task 2.2, see also Section 3.2 of this 

document. 

The DigiMon monitoring system is developed to have both technical and societal requirements in-mind. A 

product design process involving (local) stakeholders, using the novel tool of “Societal Embeddedness 

Level-methodology” (SEL), will ensure that the developed monitoring system will both be technically 

feasible and fulfill social requirements (WP3). Outcomes of the public awareness work in WP3 were at the 

time of writing not (yet) available to us. We do know that work is underway, and in the future, these results 

from public awareness studies will be incorporated in the monitoring strategies (Task 2.4 and 2.6). 

  



 

 

3 Modelling Framework 
Through monitoring we can address risks and containment at CO2 storage sites. But taking measurements 

is merely half the story. To interpret and understand what is actually happening at a storage site, models 

are needed. These models are necessary to explain and link the measurements to activities, processes and 

mechanisms. The measurements can be used to improve model parameters and the models can be used 

to forecast (forward modelling) measurements. 

In the next chapter we describe the software components from the modelling framework, and how they 

can be used to forward model and simulate processes and situations relevant for offshore CO2 storage. 

3.1 Gravity modelling 

4D gravity monitoring provides a direct measurement of changes in the mass distribution in the 

subsurface. Hence, a typical application is monitoring the movement of gas-water contacts exploiting the 

density contrast between the two fluids. In contrast to other geophysical monitoring techniques, 4D 

gravity is sensitive to mass changes only and therefore provides a quantitative tool to determine the fluid 

saturations and densities within the CO2 plume, and the corresponding fraction of dissolved CO2 into the 

brine. 

4D micro-gravity as a monitoring technology has evolved since the late '90s and are now routinely being 

used in most gas fields on the Norwegian Continental Shelf including both the Sleipner and Snøhvit CO2 

storage sites. At Sleipner this method has been used to constrain CO2 density (Alnes et al., 2008) and the 

fraction of CO2 dissolved in brine (Alnes et al., 2011; Chadwick et al., 2005; Hauge et al., 2015). While 

seismic is effective at delineating the CO2 plume, 4D gravity data is much better at quantifying the mass 

changes. Combining seismic and 4D gravity has also shown to increase the combined vertical resolution in 

the two data types (Landrø and Zumberge, 2016). Here 4D gravity data is used as a complementary source 

of information on the total mass change within all layers to compensate saturation change suggested by 

the time-lapse seismic inversion for the seismic shadow effect and the fact that there is a low seismic 

sensitivity for saturation changes from 0.3 and above. 

For relative gravity, the cutting-edge precision in measurements at the seafloor is below one μGal (Ruiz et 

al., 2020). Depending on the specific field, this corresponds to sub-meter resolution in monitoring 

movements in the gas-water contact. With this method, a 2D map of 4D gravity changes at the seafloor is 

generated based on measuring high accuracy relative gravity at specified locations on the seafloor in 

dedicated surveys. An illustration of the survey technology is provided in Figure 2.  



 

 

 

Figure 2: Sketch of the method of deployment of the measuring instruments on the (semi-permanent) concrete stations 

positioned at the seafloor above the injection site for acquisition of 4D gravity data (Lien et al., 2017) 

In Figure 3, is an example showing the 4D gravity signal measured above the Snøhvit and Albatross fields 

in a 2011-2019 time-lapse sequence taken from Ruiz et al., 2020 . The 2D map of gravity changes at the 

seafloor provides an image of the mass redistribution in the reservoir. Here a positive signal refers to water 

influx, and a negative signal refers to gas takeout during production. 



 

 

 

Figure 3:Measured gravity change above the Snøhvit and Albatross fields between 2011 and 2019. The size of the bubble 

gives the magnitude of the gravity change. Figure taken from Ruiz et al., 2020. 

The relation between mass changes in the reservoir and the resulting 4D gravity signal at the seafloor is 

straightforward to compute from Newton’s law of gravity. Given the limited volume of each grid cell 

relative to the burial depth of the reservoir, the contribution from each grid cell to the gravity response at 

the seafloor can be computed using the approximation of point masses which gives the following 

expression for the 4D gravity response at the seafloor: 

∆𝑔 = 𝐺 ∑ (𝑧𝑖∆𝑚𝑖) (𝑥𝑖
2 + 𝑦𝑖

2 + 𝑧𝑖
2)3/2⁄

𝑖
 



 

 

Here 𝐺 is the gravitational constant, ∆𝑚𝑖 is the mass change between base and repeat surveys within grid 

cell 𝑖, and (𝑥𝑖, 𝑦𝑖, 𝑧𝑖) is the vector joining the observation point on the seafloor to the center of reservoir 

cell 𝑖. The mass change within each grid cell is a function of changes in fluid saturations, densities, and 

pore volume, and is given as follows: 

∆𝑚𝑖 = 𝑉𝑖
𝑡1 ∙ ∑ 𝜌𝑖,𝛼

𝑡1

𝛼
∙ 𝑆𝑖,𝛼

𝑡1 − 𝑉𝑖
𝑡0 ∙ ∑ 𝜌𝑖,𝛼

𝑡0

𝛼
∙ 𝑆𝑖,𝛼

𝑡0  

Here 𝑉𝑖 denotes the cell pore volume, the superscript 𝑡0 and 𝑡1 refer to the times of the baseline and 

monitor surveys respectively, and  𝜌𝑖,𝛼 and 𝑆𝑖,𝛼 denote the density and saturation of phase 𝛼 (oil, gas and 

water).  

In DigiMon, the forward modelling of the 4D gravity response will be computed using a dedicated 4D -

gravity modelling software built on the point-mass approximation as delineated above. This software can 

be coupled to any forward simulator and takes as input the pore volumes, fluid saturations and densities 

at different snap shots in time together with the grid geometry of the dynamic flow simulator.  

Due to the simplicity of the forward model, the 4D gravity modelling does not impose any constraints on 

the run-time for the data simulations and facilitates accurate computations of the 3D response utilising 

the spatial resolution as given by the discretization of the dynamic flow simulator. Moreover, the simple 

linear relation between gravity measurements and the fluid saturations in the reservoir facilitates an 

unbiased interpretation of the data. 

3.2 Ground movement modelling 

Seafloor deformation is an observable effect of reservoir compaction or expansion, caused by pressure 

depletion, pressure build-up, or temperature changes. Surface deformation monitoring has been a focus 

of interest in recent years, due to increasing attention on fault activation and induced seismicity (Rutqvist 

et al., 2016). Experience from the onshore In Salah CO2 storage project has demonstrated that frequent 

and high-resolution surface deformation data can contribute to study potential fault reactivation (Ringrose 

et al., 2013).  

Field-wide seafloor deformation monitoring can be provided with millimeter precision by using high 

accuracy measurements of pressure at the seafloor (Lien et al., 2017; Hatchell et al., 2019). Originally this 

technology was developed to provide high accuracy depth correction data for 4D micro-gravity monitoring 

offshore, but it also provides a powerful monitoring tool on its own. In this method, water pressures are 

measured on top of 20 to 120 semi-permanent concrete stations at the seafloor (see Figure 2 for a 

conceptual sketch of the survey method), depending on the field size. Stations are located both above and 

surrounding the field, the later ones being used as a time-lapse reference.  

In a subset of the stations, tide gauges are deployed during the whole survey, as a mean for correcting raw 

pressure measurements for tides and other temporal variations in the water and air column during the 

survey caused by for example changing weather conditions or current induced density variations in the 

water column. The amplitude of surface waves with  wavelength less than two times the water depth 

decays exponentially with depth and has minimal effect on seafloor pressures at depths above 80 meter.  



 

 

The corrected pressure data is then converted into a measurement of relative station depths across the 

field, which in turn allows monitoring subsidence through the time-lapse changes in relative depths with 

a precision of a few millimeters. 

Figure 4 shows a sample 2D map of seafloor deformation data as acquired above the Snøhvit and Albatross 

fields in the 2011 -2019 time-lapse (Ruiz et al., 2020). The lateral extent of the signal informs about the 

pressure depletion pattern, and the magnitude of the deformation together with pressure data from wells 

inform about the pore compressibility of the reservoirs.  

 

Figure 4: Subsidence measured between 2011 and 2019 measured over the Snøhvit and Albatross field. Each bubble refers 

to one measurement point at the seafloor. The bubbles denoted in green are placed at a distance from the field where no 

production induced subsidence or changes in gravity are expected and serves as time-lapse calibration points for the method. 

The size of the bubble indicates the magnitude of subsidence. Figure taken from Ruiz at al., 2020.  

The relation between deformation of the ground surface (as the seafloor) and the reservoir pressure 

changes can be complex. However, for several field applications, simple semi-analytical modelling tools 

have proven to be valuable, see for example Alnes et al., 2010, van Thienen-Visser et al., 2015. These semi-

Albatross Snøhvit 



 

 

analytical approaches involve multiple forward modelling steps. The first step is to convert the reservoir 

pressure changes in terms of compaction or expansion. Multiple analytical models for rock compaction 

based on laboratory measurements and/or field measurements are still highly debated (van Thienen-

Visser et al., 2015; Hettema et al., 2002, De Waal, 1986, Spiers et al., 2017, Pijnenburg et al., 2018, 2019). 

A linear elastic compaction model is assumed in DigiMon, with a linear relationship between pressure 

change ∆𝑝𝑖 and pore volume change ∆𝑉𝑖, such as: 

∆𝑉𝑖 =  𝑉𝑖∆𝑝𝑖𝐶𝑖, 

where 𝐶𝑖 is the pore compressibility in grid cell no. 𝑖 in the reservoir; 𝑖 = 1,  … , 𝑁𝑐 and 𝑁𝑐  is the number 

of active grid cells in reservoir (and aquifers). In practice, the pore volume changes can be outputted 

directly from Eclipse or re-computed using the 𝐶𝑖 outputted from Eclipse. 

The second step consists in translating the compaction of each grid cell in terms of seafloor deformation. 

For this step we make use of transfer functions (also called influence functions or Green’s functions), which 

are rotationally symmetric seafloor displacement profiles for a unit volume of compaction (a nucleus of 

volumetric strain). These transfer functions honor the mechanical response of the subsurface. We choose 

to focus on the analytical transfer function 𝑇 developed by Van Opstal, 1974, which account for the 

presence of a stiff basement below the reservoir/aquifer system. Combining the Van Opstal’s transfer 

function with the compaction field, the total seafloor deformation 𝑆𝑗 can be calculated at the desired 

observation points, such as: 

𝑆𝑗 = ∑ ∆𝑉𝑖

𝑖

∙ 𝑇(�̅�𝑖𝑗 ,  𝜈)). 

𝑗 = 1,  … , 𝑁𝑜𝑏𝑠  and 𝑁𝑜𝑏𝑠 is the number of observation points. The Van Opstal’s transfer function is only 

dependent on the Poisson’s ratio 𝜈 and the distance �̅�𝑖𝑗 between the compacting nucleus (i.e. as 

represented by grid cell no. 𝑖) in the reservoir and observation point 𝑗. In our approach, seafloor 

deformation scales linearly with the pressure change in the reservoir during injection 𝑆𝑗 ∝ ∆𝑝𝑖  for given  

𝐶 and 𝜈. 

3.3 Seismic and DAS modelling 

The goal is to develop and describe tools or a workflow to monitor CO2 saturation in and possibly outside 

the intended storage reservoir, by making uses of (innovative) seismic methods like DAS (located in wells 

and /or on the surface).  

Using experience and outcomes of tests performed in WP1 we investigated the suitability of seismic 

simulation packages SW4 and SPECFEM3D, to model the seismic response. From WP1 we learned that 

SW4 and SPECFEM3D produce comparable modelling results if set up correctly, see D1.3 report and 

Vandeweijer et al., 2021 and illustrated in  

 

Figure 5. 



 

 

 

Figure 5. SW4 and SPECFEM3D strain-rate synthetics for a synthetic model recorded along a vertical borehole array. 

Channel 0 is located at the surface, with the base of the array at 2000 m depth. The source is located at a depth of 1630 m 

(Vandeweijer, 2021). 



 

 

We also investigated analytical / raytracer code. These codes can be very fast but cannot simulate the 

complexity of the complete wave field. These models merely provide arrival times of various waves. 

Because of the added complexity of the conversion of a DAS signal to particle velocity (or vice versa) we 

investigated the relevant pros and cons of SW4 and SPECFEM3D, see table 1. 

Table 1. Basic pro and cons of  SW4 and SPECFEM3D 

Software Pro Con 
SPECFEM3D • SPECFEM3D allows one to put a receiver at 

any point within the mesh. 
• More difficult to get a model geometry up and 

running. SPECFEM3D requires a quite 
complicated mesh. 

• SPECFEM3D can only output particle motion 
(displacement or velocity). 

SW4 • Fairly easy to get a simple model geometry 
up and running. SW4 can use a simple 
cartesian grid. 

• SW4 supports the output of all the 
components of the strain tensor at each 
station directly" 

• SW4 requires receivers to be located at grid 
nodes. 

 

 

Internal discussions led to the following conclusions: 

1. A DAS system records strain (or strain-rate) and because SW4 can output strain seismograms 

directly, one can convert these strain seismograms to strain-rate very easily by applying an 

additional time derivative. This post-processing is required to convert SW4 output into DAS 

synthetics.  

2. The particle motion limitation of SPECFEM3D is not a major issue for modelling straight fiber 

cables, as axial strain-rate can be computed in post-processing by computing the spatial gradient 

of the in-line component of the velocity synthetics using 2nd order accurate central differences 

with 1m channel spacing. More specifically, the 3rd equation of Wang et al. (2018) can be followed. 

However, if one wants to model the response of more complicated shaped fibers (e.g. helically 

wound cables) this might quickly become very complicated. 

3. Allowing to place a receiver at any point within the mesh is particularly important for modelling 

DAS because it samples the wavefield at very closely spaced channels (~1m spacing). This means 

that SW4 might require a much higher resolution grid than would otherwise be required to 

accurately model the wavefield. This would immediately have the undesired effect of increasing 

calculation times. SPECFEM3D on the other hand enables to place a receiver at any point within 

the mesh without affecting calculation times. 

The fact that SPECFEM3D enables to place a receiver at any points within the mesh without compromising 

calculation times, is a key element to decide to use SPECFEM3D for our DAS and also conventional seismic 

modeling work.  



 

 

3.4 Fault stability modelling 

Fault reactivation, potentially induced by the reservoir pressure build-up during CO2 injection, can be seen 

as both (1) a threat but also (2) an opportunity to monitor the pressure build-up itself, the fault frictional 

properties (see Candela et al. 2019), and the reservoir elastic properties (see Candela et al. 2021).   

In DigiMon we focus on making the link between our fault stability modelling and DAS measurements. The 

objective is to demonstrate that DAS measurements can be used to condition the parameters of fault 

stability modelling. To reach this objective, the modelling components (Figure 6) are: 

1. Simulation of the development of induced stresses at faults during CO2 injection, 

2. Simulation of the slip at faults where the induced stresses reached the frictional strength and 

faults can potentially start to slip, 

3. Simulation of the induced displacements, strains, stresses, due to slip at faults, at any locations of 

interest (e.g. along well path, at reservoir-caprock interface, at seafloor). 

 

Figure 6. Modelling components of the fault stability modelling. 

Our developments are thus targeting both: (1) a better understanding of the threats/risks attached to the 

reactivation of faults, and (2) the leveraging of the DAS measurements as a mean to calibrate our fault 

stability modelling approach. 

The simulation of the induced stresses at faults due to the reservoir-pressure increase is carried on with 

MACRIS (Mechanical Analysis of Complex Reservoirs for Induced Seismicity, Wees et al., 2019). This 

software tool has been recently developed by TNO to specifically honor 3D complex reservoir geometries 

while affording a fast-computational time to be adapted for an inversion scheme. Indeed, MACRIS is a 

unique technology in the sense that induced stresses at faults can be resolved in 3D with a meter-scale 

resolution over hundreds of geometrically complex faults. The same spatial resolution could only be 

obtained for a 2D cross-section of the complex reservoir if a Finite-Element solution would be followed. 

The disadvantage of MACRIS is that small-scale intra-reservoir elastic heterogeneities cannot be resolved. 

The two main geomechanical processes activated during CO2 injection and honored by MACRIS are:  

1. the change in volume of the reservoir, so called poro-elastic effect; 

2. the decrease of the effective normal stress at fault due to the increase of the fault pore pressure. 

Both geomechanical processes can induce changes in effective stresses in the rock volume which can 

ultimately lead to the reactivation of pre-existing faults at both levels: the reservoir and its burden. 

MACRIS can directly take as input the 3D mesh of complex reservoir flow simulations (e.g. from ECLIPSE, 

OPM, GEM…). There is thus no need to build a new mesh for the geomechanical modelling as it would be 



 

 

the case following a Finite-Element package such as Abaqus or Diana. Indeed, each cell of the reservoir 

flow grid is treated as a nucleus of strain (Mindlin and Cheng, 1950). The inflation of each nucleus of strain 

(due to the reservoir-pressure increase) can induce stresses at nearby faults; this is the poro-elastic effect. 

Assuming a-priori scenarios in terms of fault permeability, one can compute the decrease of the effective 

normal stress at faults from the reservoir pore pressure adjacent to the faults. 

Faults where induced stresses exceed the frictional strength can potentially be reactivated and thus slip. 

The fault slip is modelled assuming an “instantaneous” slip-weakening model (Candela et al., 2019; Wees, 

2019). From the slip at faults, and making use of influence functions (e.g. Okada, 1992; Nikkhoo and 

Walter, 2015), one can derive the induced displacements, strains and stresses in the elastic medium 

around it. Besides modelling fault reactivation and the potential fault slip attached to it, we are thus also 

interested in evaluating if this fault slip can be recorded by DAS measurements. The modelled slip-induced 

strains at specific locations of interests where DAS could be deployed (e.g. along well path, at the seafloor) 

will be thus compared to the DAS resolution. 

The deployed fault stability modelling framework will be applied for both: (1) a synthetic-simplified 

reservoir field case, and (2) the Smeaheia field case. The magnitude of slip (that is the magnitude of the 

seismic events) will be conditioned by: (1) the initial stress conditions, (2) the injection scenarios (that is 

the magnitude of the pressure build-up), and (3) the reservoir geometry (e.g. fault orientation…). The 

magnitude of the slip-induced strains will be conditioned by the distance between the faults (i.e. the 

sources) and the receivers-locations of interest. On top of the pre-exiting faults of the reservoir flow 

model, other fault planes will be considered at various distances from receivers-locations of interest. The 

receivers-locations of interest will correspond e.g. to the well-locations and the caprock/reservoir 

interface. An ensemble of multiple scenarios should be screened to evaluate what are the specific 

conditions where the modelled slip-induced strains could be picked-up by DAS. 

3.5 Dynamic flow modelling 

The dynamic flow modelling is an integral part of both forward and inverse modelling. It provides vital 

information on flow dynamics and pressure distributions of the subsurface over times. The modelling is 

usually executed by using reservoir simulation models. The main idea is to solve the partial differential 

equations that describes the fluid-flow on numerical grids (Aziz, K., Settari, A, 1979). In most cases, the 

unknowns are the various saturation phases (oil, water, gas) and pressure values in the grid cells of the 

model. In the petroleum industry, various types of dynamic flow or reservoir simulators are considered 

depending upon the needs. For an example, by using a “black oil” simulator the interaction between the 

oil, gas and water phase can be modelled numerically while keeping the mass balance preserved. More 

advanced and complex dynamic flow modelling is also available, for instance compositional simulators, 

models including geo-mechanical effects etc.  

For the simulations planned we have chosen to use the Eclipse simulator from Schlumberger. Main reasons 

for this is that the simulator is relatively fast and accurate. Eclipse is a well-known and broadly 

implemented simulator all across the petroleum industry, academia and even regulatory authorities. 

Further to that, the provided reservoir model of the Smeaheia field  is in an Eclipse native format.  



 

 

Figure 7 shows the modelled distribution of CO2 through years of CO2 injection for the Johansen 

benchmark model (Eigestad et al., 2009). This synthetic reservoir model is developed based on the 

Johansen formation, located below the Troll field. The Johansen benchmark case as described in Eigestad 

et al., 2009, is publicly available. The reservoir model consists in total of 11 layers and is divided into three 

geological zones. The Johansen Formation forms the main reservoir zones (layers 6-10); and is embedded 

by the Dunlin shale layers (layers 1-5) above and one shale layer below (layer 11). The model consists of a 

total of 100x100x11(=110000) grid blocks, of which 88775 are active. The isothermal simulation is run with 

Eclipse for a total of 150 years where first 75 years being CO2 injection periods. Here, Eclipse is considered 

as a preferred simulator for the preliminary study, because it is a fast, robust commercial tool and further 

is an industry standard. However, other more dedicated tools can also be used for detailed study, for 

example CO2 module (MRST-co2lab) of the Matlab Reservoir Simulation toolbox (Lie, 2019).  

   

   
Figure 7. Movement of CO2 at layer 6 of the Johansen benchmark model. Here, only part of the layer (35x25) is shown.   

  



 

 

4 Towards field cases 
For WP2 we decided to base our modelling work around the Smeaheia structure, Figure 8. It is our 

intention to use unified input data (as much as possible), to be able to compare various results as much as 

possible.  

The Smeaheia site is identified as a potential site for large scale CO2 storage, even though the field 

development is still immature and more research is required to reduce the model uncertainties.  

A main question is whether the pressure depletion due to gas production in Troll (Smeaheia is hydraulically 

connected to Troll) will reduce the storage capacity of the Smeaheia formation below what is required for 

large scale storage. The pressure communication with Troll may introduce a pressure gradient in the 

Smeaheia formation and thereby a preferential flow pattern. Pressure depletion may also lead to 

reduction in the density of the CO2 and thereby the storage capacity of the Smeaheia site.  

 

Figure 8. The Smeaheia fault block is bound by the Vette Fault Zone (VFZ) and the Øygarden Fault Complex (ØFC) 

(Mulrooney, 2020). 



 

 

When the initial work started in DigiMon, we did not have access to any data or models from Smeaheia. 

To use our time efficiently we used other, freely available datasets to work with and test our workflows 

on. For an example, the synthetic Johansen benchmark model (Eigestad et al., 2009) is used to investigate  

seismic and gravity responses.  

Around the end of 2020 Equinor, on behalf of the Northern Lights consortium provided the DigiMon 

partners access a Smeaheia data package with subsurface data. Amongst this data are two reservoir 

models, well logs, seismic data, various reports, a Petrel project of Smeaheia, etc.  

The Smeaheia site has a fairly homogeneous overburden (no interbedded permeable layers). In the 

Gassnova founded project (Thiem et al., 2019, CLIMIT Project 616212; Cost-effective microseismic 

monitoring and processing solutions, OCTIO AS) a feasibility study for using permanent seismic monitoring 

to detect micro seismic events during injection was done on the Smeaheia model including seismic from 

2012. Hence, a velocity model for both Vp and Vs in the reservoir and overburden was set up which is also 

made available to the DIGIMON project.  

The following describes parts of our initial work not necessarily directly linked to Smeaheia, but relevant 

enough to learn and draw conclusions from. 

4.1 Gravity and ground movement modelling 

For the initial phase of the work and utilising a publicly available geological model of the area (Eigestad et 

al., 2009), both gravity and ground movement modelling have been carried out on the Johansen field 

benchmark case (see Section 3.5) located below the Troll field. Note that the Johansen formation is the 

selected injection site for the Northern Light project (https://northernlightsccs.com/) after the successful 

drilling of the Aurora well in November 2019. 

For the forward modelling of the gravity response a dedicated 4D gravity modelling tool based on point-

mass approximation (see Section 3.1) is considered. The tool uses the output of a dynamic flow simulator 

(such as pore volumes, fluid saturation and densities at grid cells) from baseline and monitor scenarios to 

simulate the 4D gravity response at a 2D seafloor array of measurement locations covering the injection 

site. The Johansen formation, which is the formation which receives the CO2, is in a varying depth between 

2200 m and 3100 m below sea level and the formation thickness ranges from 80 m to 120 m. The average 

water depth is around 300 m. Figure 9 shows the 4D gravity response for the Johansen case. The base and 

monitoring scenarios are 0 and 75 years of gas injections, respectively, in this case.  

To model seafloor deformation using the van Opstal model (see Section 3.2) the required input parameters 

are the pore volume change at each grid cell together with the Poisson’s ratio of the overburden and 

coordinates of the simulation grid. Alternatively, also as outlined in Section 3.2, the modelling of reservoir 

volume changes (compaction/expansion) and the corresponding seafloor deformation can be based on 

reservoir pressures at selected time stamps and the pore compressibility of the dynamic reservoir model. 

Figure 10 shows the seafloor deformation due CO2 for the Johansen benchmark case.  

https://northernlightsccs.com/


 

 

  

Figure 9. 4D gravity response at seafloor in µGal. Here, monitor and base are 75 years apart. Here, the Johansen benchmark 

case is considered for the test. A negative 4D gravity signal refers to lighter CO2 replacing denser aquifer brine. 

 



 

 

 

Figure 10.  Seafloor uplift in cm after 75 years of CO2 injection for the Johansen benchmark case. Negative subsidence 

correspond to seafloor uplift caused by reservoir expansion following the pressure build-up during injection. 

 

We have started investigating the Smeaheia reservoir models, as supplied to us. The results of seafloor 

deformation for one of the models is shown in Figure 11. The 2D map of seafloor deformation provides a 

measure of the distribution of the pressure build-up during injection for a period of 80 years. Once the 

stiffness of the structure is properly constrained (through inverse modelling combining pressure data from 

wells and the seafloor subsidence data) the magnitude and pattern of the seafloor deformation can be 

used to delineate and quantify the pressure response of the reservoir. With this approach a sensitivity 

analysis can be performed exploring the seafloor response for different realizations of either the pressure 

plume or the stiffness of the reservoir rocks. 

 



 

 

  

Figure 11.  Reservoir compaction in cm (left) and seafloor deformation in cm (right) during CO2 injection into the Smeaheia 

site in the time-lapse between January 2021 and January 2102. Here negative values correspond to pore volume expansion 

and seafloor uplift respectively. The scale of the changes is given by the colour bars in cm’s. 

 

4.2 Seismic and DAS modelling 

Initial model runs with SPECFEM3D were done for the Johansen benchmark. The initial runs raised 

concerns about the computation time of the SPECFEM3D model.  A large number of model realizations 

are needed in the inversion workflow of task 2.4 - “Integrated interpretation and uncertainty 

quantification", where both source locations and velocity models are varied in different realizations. 

Calculation times could not become too large (e.g. preferably less than 30minutes per simulation). For task 

2.6 - “Optimize the monitoring solution” probably the same limitations will apply.  

A single run in SPECFEM3D for the central region of the Johansen model, corresponding to an area of 

3.0x1.5x2.5 km (Figure 12), already took 3.5 hours (using readily available computational hardware). 

Further improving the model by including better boundary conditions to suppress site reflections and by 

including a water layer to mimic offshore conditions even further increased computation times. The same 

would be the case for SW4, having a comparable demand as SPECFEM3D on computation time. 



 

 

To facilitate the large number of model simulations as required in tasks 2.4 - “Integrated interpretation 

and uncertainty quantification" and task 2.6 - “Optimize the monitoring solution”, the “simpler” but faster 

2D version of SPECFEM (i.e. SPECFEM2D) was tested and compared against SPECFEM3D. The key 

difference between the two SPECFEM versions basically is the omission of the third spatial dimension in 

SPECFEM2D. This is well suited for our application where for now we are mainly interested in source-

receiver configuration present inside the same plane. However, the 3D version of SPECFEM should be 

used, for instance when interested in more advanced source-receiver layouts (e.g. multiple parallel 

receiver lines) or when considering out of plane reflections.  

Figure 13 shows the resulting seismograms for a borehole array computed by SPECFEM3D and 

SPECFEM2D. Since the modelling results of the two SPECFEM versions were very comparable to each 

other, the SPECFEM2D package was chosen to be used in the modelling framework, thereby decreasing 

simulation time to an acceptable 5 minutes per model run, when running the model on (a reasonable) 36 

compute cores. For the case when modelling the response of a DAS cable deployed on or just below the 

seabed, a similar agreement between SPECFEM3D and SPECFEM2D waveform results can be expected, 

since the numerical implementation of wave equations and boundary conditions for acoustic and elastic 

media is identical in the two SPECFEM versions.   

In addition, we assess whether the effect of any injected CO2 in the Johansen field would cause significant 

changes in any seismic recordings. This was done by relating varying stages of CO2 injection and associated 

pressure and saturation in to corresponding seismic velocity models based on rock-physics relationships. 

Figure 14 shows synthetic borehole receivers for velocity models corresponding to 5 and 10 years of 

storage, with and injection rate of 1.4*104 m3/day at reservoir conditions. The difference between the 

recordings (right panel) clearly shows the effect of the changed velocity model on strength of seismic 

phases reflected from the reservoir. Figure 15 shows an example of a SPECFEM2D simulation for the 

Johansen field where the source is placed inside a water column and dense horizontal and vertical receiver 

arrays are defined to mimic the DAS response. Both the receiver lay-out and source parameterization can 

be flexibly adjusted. Multiple simulations can be automatically conducted in a sequential way using batch 

jobs, for instance to generate exploration style reflection data for different shot locations (see Figure 16). 



 

 

 

Figure 12. P-wave velocity model used for SPECFEM of the Johansen field. 



 

 

 

 

Figure 13. Left: SPECFEM3D result of vertical velocity component for a borehole receiver line. Note that depth increases 

with trace number and the trace spacing is 1 m. Right:  SPECFEM2D result of vertical component for a borehole receiver 

line with an identical velocity model and source location as SPECFEM3D model.  



 

 

 

Figure 14. Borehole recordings (vertical strain rate) based on SPECFEM3D simulation for Johansen model after 5 year 

(left) and 10 years (centre) of CO2 storage. The difference between the two vintages (right) clearly shows changes in reflection 

strengths at reservoir level for different seismic phases as indicated in the figure. 



 

 

 

Figure 15. Snapshots of the evolution of wavefield propagation  in SPECFEM2D, for an acoustic-elastic model where the 

source is positioned inside the water column 

Figure 16. Example of moving source to generate exploration style synthetic DAS reflection data. 

 

The seismic modelling approach of the modelling framework will in the future be tailored to the Smeaheia 

site and be used for the ensemble based inversion work in task 2.4, to calculate different scenarios for 

different reservoir injection stages (and corresponding elastic models) as well different source positions. 

To address the effect of noise within the uncertainty analysis of task 2.6 varying degrees of noise can be 

imposed to the synthetic seismic data. 



 

 

Post-processing 

Once the SPECFEM2D simulations are completed the raw synthetic data requires some basic processing. 

This consists of applying a low-pass filter to compute particle velocities and to remove any artificial high 

frequency noise, followed by the translation of particle velocity into strain rate (as output by DAS) in the 

direction of the fiber-optic cable. These strain-rate measurements thus are single-component 

measurements. During the ensemble-based inversion work in task 2.4, synthetic recordings will be 

inverted towards pressure and saturation. Comparisons can be made between spatially dense single-

component strain-rate measurements (DAS equivalent) and spatially coarse multi-component particle 

velocity (geophone equivalent) to address the added value of DAS measurements. 

In addition, the synthetic data can be perturbed with varying degrees of noise levels to accommodate the 

effect of noise within the uncertainty analysis planned in task 2.6. For this purpose, noise levels are 

planned to derive from DAS and geophone datasets that are currently at the disposal of the DIGIMON 

partners. 

 

4.3. Fault stability modelling 

The fault stability modelling will be applied on both (1) synthetic single-faulted reservoir model and (2) the 

Smeaheia field. As explained in section 3.4., the first step of the fault stability modelling consists in 

computing the development of induced stresses at faults during CO2 injection. For the assessment of the 

potential of fault reactivation, the important stress metric to be considered is the changes in Coulomb 

stress which includes both changes in shear stress and changes in effective normal stresses. Figure 17 

illustrates the Coulomb stress changes due to the reservoir pressure changes computed with MACRIS (see 

section 3.4) for the Norne field. One can expect in a close future similar output for the Smeaheia field. 



 

 

 

Figure 17. Coulomb stress changes computed with MACRIS for the Norne field (modified from Wees et al., 2019, note the 

A-B-C-D lines corresponds to other figures not referred to here). 

Once Coulomb stress changes will be computed for the Smeaheia field with MACRIS. The next step will 

consist in selecting a fault of interest where the likelihood of fault reactivation is high, that is where the 

cumulative Coulomb stresses significantly exceeded the failure line. Then the fault slip post-reactivation 

will be computed and subsequently the slip-induced strains modelled at locations of interests (e.g. along 

well path, at reservoir-caprock interface, at seafloor). 

  



 

 

5 Conclusions 
The DigiMon monitoring system will be developed having both technical and societal requirements in-

mind.  

Over the last few months, we have designed and partially already adapted the modelling framework we 

set out to create. The technical ways to do so seem endless, but in reality there are many constraints. 

Focusing on what should be relevant and what is achievable, we created a modelling framework which 

contains the modelling of   

• The gravity response  

• The ground motion 

• The seismic response  

• The fault stability and related seismicity 

These models should enable us to monitor: 

• The CO2 plume, using micro gravity: 

4D gravity provides a direct measurement of changes in the mass distribution during injection or 

production. Hence, gives a quantitative measure of the saturation and density distribution of the 

injected CO2  

• The CO2 plume, and pressure build up using ground movement: 

Seafloor deformation is an observable effect of reservoir expansion and compaction, caused by 

pressure changes due to CO2 injection. These pressure changes can be caused by fluid migration, 

fluid phase transitions, temperature changes and even chemical reactions. For DigiMon we focus 

on seafloor deformation induced by pressure changes caused by fluid migration and transitions in 

fluid phase. 

• CO2 saturation using seismic methods: 

Saturated and pressurised rocks have different seismic properties. The developed workflow 

enables us to assess CO2 saturation in and possibly outside the storage reservoir, by making uses 

of seismic methods including DAS, located in wells and /or on the surface. 

• Fault stability via modelled strain-induced fault slip and seismicity: 

Fault reactivation, potentially induced by the reservoir pressure build-up during CO2 injection, 

enables us to monitor: (i) the pressure build-up, (ii) the reservoir elastic properties, (iii) and the 

fault frictional properties. 
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